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ABSTRACT

The ice formed by cold-season rainfall or rain on snow (ROS) has striking impacts on the economy and

ecology of Alaska. An understanding of the atmospheric drivers of ROS events is required to better predict

them and plan for environmental change. The spatially/temporally sparse network of stations inAlaskamakes

studying such events challenging, and gridded reanalysis or remote sensing products are necessary to fill the

gaps. Recently developed dynamically downscaled climate data provide a new suite of high-resolution var-

iables for investigating historical and projected ROS events across all of Alaska from 1979 to 2100. The

dynamically downscaled reanalysis data of ERA-Interim replicated the seasonal patterns of ROS events but

tended to produce more rain events than in station observations. However, dynamical downscaling reduced

the bias toward more rain events in the coarse reanalysis. ROS occurred most frequently over southwestern

and southern coastal regions. Extreme events with the heaviest rainfall generally coincided with anomalous

high pressure centered to the south/southeast of the locations receiving the event and warm-air advection

from the resulting southwesterly wind flow. ROS events were projected to increase in frequency overall and

for extremes across most of the region but were expected to decline over southwestern/southern Alaska.

Increases in frequency were projected as a result of more frequent winter rainfall, but the number of ROS

events may ultimately decline in some areas as a result of temperatures rising above the freezing threshold.

These projected changes in ROS can significantly affect wildlife, vegetation, and human activities across the

Alaska landscape.

1. Introduction

During the winter months much of the Alaska and

Arctic landscape is frozen and covered with snow. When

rain falls on snow or frozen surfaces it freezes and ice

accumulates. The ice accumulated from these rain-on-

snow (ROS) events poses dangers to transportation and

wildlife. Unlike lower latitudes, sustained below freezing

temperatures are common throughout much of Alaska in

winter (Shulski and Wendler 2007) and icing on roads

from rainfall can have sustained impacts with treacherous

driving conditions lasting until the spring melt. Water

fromROS events freezes into ice layers on the ground or

in the snowpack and can lead to increased stress onArctic

wildlife by limiting access to their food underneath

(Hansen et al. 2011; Rennert et al. 2009). Such events

have consequently been a concern of subsistence users in

areas of Alaska because they can lead to mortality or

redistribution of wildlife and reduced access to resources

(Kruse et al. 1998). The ice from these events can also

impact permafrost and vegetation by altering the heat

budget of the snowpack (Putkonen and Roe 2003). The

climate of Alaska is currently warming relatively rapidly

under Arctic amplification (Serreze and Barry 2011) and

is projected to continue to warm over the next century

(IPCC 2013). As a consequence of the warming climate,

ROS events are generally expected to increase in fre-

quency across the Arctic (Putkonen and Roe 2003;

Rennert et al. 2009). Understanding the spatial distribu-

tion, climatic behavior, variability, and atmospheric cir-

culation drivers of ROS events is therefore important to

better predict these impactful events and to better planCorresponding author: Peter A. Bieniek, pbieniek@alaska.edu
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for their future effects on the economy and the terrestrial

ecosystems of Alaska.

Most ROS events occur from November to March in

southern coastal regions of Alaska (Cohen et al. 2015;

Jeong and Sushama 2018; Liston and Hiemstra 2011;

Putkonen and Roe 2003; Rennert et al. 2009; Wilson

et al. 2013). These regions have warmer and wetter cli-

mates in winter than the continental colder/drier interior

and northern climate divisions (Bieniek et al. 2012) and,

therefore, are more likely to see rain or mixed pre-

cipitation during the cold season (McAfee et al. 2014).

Limited analysis of the atmospheric circulation drivers

of Alaska ROS events has been conducted for western

Alaska, showing enhanced southerly warm-air advec-

tion as a key driver (Rennert et al. 2009).

The temporally and spatially sparse network of

weather stations in Alaska poses a major challenge for

studying ROS events and requires the use of gridded

reanalysis and/or remote sensing products to help fill the

gaps. The use of dynamical downscaled data is particu-

larly advantageous because historical reanalysis and

future projections from global climate models (GCMs)

can be compared in a consistent framework at a rela-

tively high spatial and temporal scales. This study as-

sesses the climatic behavior, variability, atmospheric

circulation drivers, and projected change of ROS events

throughout Alaska using a novel dynamically down-

scaled suite of reanalysis and GCM future projections.

These data provide the longest period of high spatial

resolution climate data available over the entire Alaska

domain and their efficacy in capturing ROS events is

evaluated. In addition, this study identifies the atmo-

spheric circulation drivers of historical and projected

change in extreme ROS events at six key population

centers in Alaska.

2. Data and methods

Dynamically downscaled reanalysis and GCM pro-

jections of future climate were used to analyze past

and future projections of ROS events in Alaska. The

downscaling was conducted using the Advanced Re-

search (ARW) version of the Weather Research and

Forecasting (WRF)Model (Skamarock et al. 2008) over

the entire Alaska domain (see Fig. 1a; Bieniek et al.

2016). The 20-km spatial resolution of these downscaled

data accounts for the complex topography of Alaska

better than relatively coarse reanalysis or GCM data

(Bieniek et al. 2016). The daily temporal resolution of

the downscaled data enabled the detection of extreme

ROS events that occur on a daily time scale. The WRF

Model was reinitialized at 48-h intervals with an addi-

tional 6-h spinup time and a spectral nudging procedure

that constrained the downscaled fields to be consistent

with the driving reanalysis or GCM. Clouds and pre-

cipitation in theWRFModel were parameterized by the

Morrison two-moment (Morrison et al. 2009) and Grell

3D cumulus schemes. Shortwave and longwave radia-

tive effects were parameterized by the Rapid Radia-

tive Transfer Model for GCMs (Iacono et al. 2008).

Boundary layer and surface-layer processes utilized the

Mellor–Yamada–Janjić (Janjić 1994) and Janjić Eta

(Monin–Obukhov) schemes, respectively. A thermo-

dynamic sea ice model (Zhang and Zhang 2001) was

coupled with the Noah land surface model used within

WRF to better model the thermal conditions over sea

ice. The WRF Model configuration, physics, and pro-

cedure used to downscale the data for this study were

described and evaluated in Bieniek et al. (2016).

Reanalysis data from ERA-Interim (Dee et al. 2011)

were downscaled for the period 1979–2013 to provide

the historical observations while the GFDL CM3 and

NCARCCSM4 model RCP8.5 scenario from phase 5 of

the Coupled Model Intercomparison Project (CMIP5)

were downscaled for 1970–2100. The ERA-Interim was

analyzed and downscaled because it was one of the best

performing over the Alaska and Arctic domains (Lader

et al. 2016; Lindsay et al. 2014). Walsh et al. (2018) show

that NCAR CCSM4 and GFDL CM3 ranked first and

third, respectively, among 21 CMIP5 GCMs in the

simulation of the seasonal cycles of temperature, pre-

cipitation, and sea level pressure over Alaska. The

RCP8.5 scenario was selected because observed carbon

dioxide emissions continue to track that highest forcing

scenario (Peters et al. 2013).

Daily rain and snowfall amounts were directly output

from WRF and used to identify ROS events. Each grid

point was evaluated independently to determine if an

ROS event occurred each day. ROS events were iden-

tified if daily total rainfall was greater than or equal to

0.254mm (equivalent to 0.01 in. of precipitation, which

is the minimum measurement of the National Weather

Service) and any of the following: 1) there was snow on

the ground but the daily maximum temperature was

lower than 48C, 2) the skin temperature was less than or

equal to 08C, or 3) the daily maximum air temperature

was less than or equal to 08C. This multiple criterion

allowed for the identification of rain on frozen ground

and rain on snow because both cause significant icing.

Hereinafter, we will refer to all events as rain on snow or

ROS for simplicity. The additional 48C criterion was

added as an upper bound for temperature only for the

snow-on-the-ground cases to limit the inclusion of warm

ROS in southern coastal areas since these events may

not have any impactful ice accumulations because of

high temperatures melting the ice/snow. There was
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FIG. 1. October–April 1979–2013monthly climatic averages of the number of ROS days in Alaska derived from the

downscaled ERA-Interim.
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intentional redundancy among the other subcriteria, and

the 08C skin temperature subcriterion (item 2 above)

often captured ROS rain events occurring at air tem-

peratures higher than 48C.
The daily ROS identification criterion was applied year-

round, but the focal season in this study was winter, which

spanned November–March. The same ROS measures

were applied to the ERA-Interim, NCAR CCSM4, and

GFDLCM3downscaled data in our analysis. The criterion

was also applied to the coarse ERA-Interim data to

identify the potential role of the WRF Model physics/

resolution in capturing the magnitude and variability of

ROS events. Daily ROS events were then classified and

ranked by the total rainfall amount. Days with any rain or

mixed rain/snow (with liquid precipitation amounts of

0.254mm or greater in both cases) were also identified for

all grids and models to help evaluate the ROS results.

The ROS information identified by the downscaled

data was evaluated against station and satellite-based

observations. Daily meteorological station data for

Alaska over 1979–2013 were obtained from the Global

Historical Climatology Network Daily (GHCN-D) da-

tabase maintained by the National Centers for Environ-

mental Information. The database includes numerous,

quality controlled historical daily meteorological param-

eters and integrates multiple data sources (Menne et al.

2012). Because the database does not generally provide a

subdivision of rain versus snow precipitation like the

WRF output, a direct comparison is not possible. Rain-

fall, however, is the key variable in ROS and was iden-

tified at the stations by the amount of precipitation that

fell on days when no snowfall was recorded. This ap-

proach has the caveat that snowfall data need to be

available for the station for the detection to work prop-

erly. In our analysis, we did not include stations or daily

records that lacked snowfall information.

Hourly precipitation-type information provided by

METAR messages from the network of Automated

Surface Observing System stations in Alaska (http://

mesonet.agron.iastate.edu/request/download.phtml) was

included to complement the GHCN-D. The 39 stations

selected had at least 25 yr of data for 1979–2013 and

were a subset of GHCN-D, which included numerous

Cooperative Observer Network (COOP) stations that

did not report hourly METARs. If any hourly observa-

tion included a weather report of rain (i.e., ‘‘RA’’) of

any intensity in November–March, that day was identi-

fied as a rain day. One caveat with the METAR obser-

vations is that weather information could be missing

either because of a lack of weather to report or because

of a missing observation with no distinction and there-

fore rain events could be missed. Precipitation amounts

also could not be consistently derived from the available

hourly Alaska METAR observations and therefore

could not be considered. Both station-derived rainfall

datasets were compared with the downscaled reanalysis

in parallel to provide the fullest evaluation possible

since each approach has different strengths and

weaknesses.

Satellite detection of rain on snow was more limited in

scope than station data but information on icing (a typical

product of ROS events) was available from microwave

backscatter sensors. Counts of weekly icing events de-

rived from QuikSCAT over 2001–08 for Alaska (Wilson

et al. 2013) were utilized in our analysis. The satellite

products provide far greater spatial coverage than was

available from the stations and is therefore valuable in

evaluating against the downscaled data even if only over

a relatively short period of record. Because the satellite-

derived data provided only weekly counts of events and

over a shorter period than the downscaled reanalysis and

station ROS data, their use was limited to assessing the

general climatic spatial patterns of ROS events.

Daily average sea level pressure (SLP) data were ob-

tained from the NCEP–NCAR Reanalysis-1 project

(Kalnay et al. 1996) for 1979–2013 on a 2.58 grid. These
global data were used to compute daily composite SLP

anomalies for the top 10 ROS days ranked in 1979–2013

by rainfall for eight major population centers in Alaska

and were selected to assess circulation patterns that were

potentially larger than the scale of the downscaling do-

main. Our analysis utilized the 1981–2010 climate normal

period used by the National Weather Service to compute

anomalies. Anomaly significance was determined by a

two-tailed t test described by Brooks (1953), and trends

were computed by least squares linear regression.

3. Results and discussion

a. Variability and validation

The 1979–2013 climatic averages of the monthly

counts of ROS days for October–April derived from the

downscaled ERA-Interim are shown in Fig. 1. The ROS

events were spatially widespread across most of Alaska

in October and April, which are autumn and spring

transition months, respectively. In November–March,

most events occurred in southwestern and southern

coastal areas of Alaska. The region of climatologically

most frequent November–March ROS events in south-

western Alaska was situated west of the Alaska Range

with a tongue extending inland toward the east on the

northern side of themountains. Southern coastal regions

receive eight or more ROS days per month on average

while southwestern Alaska receives between one and

four days per month in November–March.
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The spatial patterns of ROS frequency derived from

downscaled ERA-Interim were compared with those of

satellite icing data for January and April (Fig. 2, center

and right). The other months display similar patterns

and January (winter month) and April (transition

month) are shown for simplicity. The satellite record

compares favorably to the ERA-Interim ROS analysis:

most January/winter ROS activity was confined to

southern and southwestern Alaska coastal regions while

the April/transition months display comparable wide-

spread ROS activity. ROS derived from the coarse

ERA-Interim (Fig. 2, left) had many more ROS days

than the downscaled ERA-Interim or satellite estimates

but had similar spatial variability.

Because of the criterion used to identify ROS events,

their spatial/temporal variability was linked with that

of winter rainfall. The November–March 1979–2013

climatic average of days with rain is shown for the

downscaled ERA-Interim and station-derived metrics

(Fig. 3). There was broad spatial agreement between the

limited observations derived from station METARs,

GHCN-D stations, and the downscaled data, but the

stations typically had fewer rain days on average than

the downscaled data. Most November–March rain days

occur in southwestern Alaska and along the southern

coasts. Many coastal areas had more than 50 days with

rainfall in winter on average while locations in northern

and interior Alaska typically had one day or less.

The ability of the downscaled ERA-Interim to capture

the timing of rain events through the year was evaluated

by comparing it with theMETAR-derived rainfall days at

the nearest grid points (Fig. 4). The daily GHCN-D rain-

day comparison with the downscaled data yielded similar

results and is therefore not shown. The Heidke skill

scores revealed that the downscaled ERA-Interim data

best replicated the rain days observed at the stations in

southwesternAlaska and southern coastal areas with skill

scores of 0.6 and greater (Fig. 4a). The lowest overall skill

scores were at interior stations around Fairbanks and at

Utqia _gvik (Barrow), Alaska. The percentages of rain

days observed at the stations and captured by the

downscaled ERA-Interim are shown in Fig. 4b. Like the

skill scores, the best performance of the downscaled data

was along southern and southwestern coastal areas, with

nearly 100%of station rain days accounted for. The areas

of interior Alaska in some instances capture 60%–80%of

events while more northerly locations only identified

20%–40% of rain days observed at the stations. The

overall variability of the November–March numbers of

daily rain events was assessed by Pearson’s correlation

(Fig. 4c). Correlations were positive at all stations, with

most being statistically significant at the 95% or greater

FIG. 2. (top) January and (bottom) April monthly 1979–2013 climatic averages of (left) ERA-Interim and (center) downscaled ERA-

Interim counts of ROS days along with (right) QuikSCAT-derived 2001–08 monthly averaged counts of thaw–refreeze events (Wilson

et al. 2013) in Alaska. Note that the QuikSCAT data only cover mainland Alaska and are counts of events rather than days and therefore

do not have the same scale as the ROS-day climatic data.
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level according to a t test, indicating that both station and

downscaling had consistent variability in the number of

ROS events each year even if the skill of detecting indi-

vidual event days was relatively low.

For additional validation, station (GHCN-D) and

downscaled seasonal rainfall totals during the November–

March winter months were compared by correlation

analysis with the station rainfall data (Fig. 5). Roughly

52% of stations in the full domain had correlations sig-

nificant at the 95% or greater level (i.e., correlations

greater than ;0.33) and the highest correlations (greater

than 0.7) were at stations in southern coastal areas along

the Gulf of Alaska. These results indicate that the ERA

downscaling reasonably reproduced the observed vari-

ability in seasonal rainfall amounts during the winter. This

analysis was limited because deriving total station rainfall

station observations from GHCN-D relies on accurate

snowfall data, which can be challenging to measure

(Rasmussen et al. 2012). Furthermore, accumulated snow

water equivalent was generally not available for most

stations, which could have beenused tomore directly parse

out rain versus snowfall on days with mixed precipitation.

The frequency of ROS days derived from downscaled

ERA-Interim data showed varied agreement with the

available, albeit limited, station and satellite observa-

tions. The general spatial climatic patterns of November–

March downscaled ERA-Interim ROS days were similar

FIG. 3. November–March 1979–2013 average number of days

with rainfall in downscaled ERA-Interim [shading in both (a) and

(b)] and derived from (a) daily GHCN-D stations precipitation/

snowfall and (b) hourly METAR station weather reports (circles).

FIG. 4. METAR-derived November–March rain days vs nearest

downscaled gridpoint rain days for 1979–2013: (a) Heidke skill

score, (b) percent of station days captured by downscaling, and

(c) correlation of seasonal counts of days. Correlations that are

significant at a level of 95% or greater according to a t test are

marked by an asterisk in (c).
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to those found in previous studies for the Alaska region

(Cohen et al. 2015; Jeong and Sushama 2018; Liston and

Hiemstra 2011; McAfee et al. 2014; Putkonen and Roe

2003; Rennert et al. 2009; Wilson et al. 2013). The spatial

variability of November–March 1979–2013 average rain

days of the downscaled ERA-Interim was also compa-

rable to that derived from the Alaska station network by

two complementary methods. One key difference was

that the stations had fewer events on average than the

downscaled data. This issue appears to be tied to the

overall wet bias that has been noted in the downscaled

ERA-Interim (Bieniek et al. 2016). These extra days with

precipitation/rainfall reduced the ability of the down-

scaled data to detect rain days when compared with the

stations, especially in regions of the state where winter

rain events are less common. Additional analysis also

indicated that precipitation/rainfall occurs in interior

Alaska during warm southerly flow over the Alaska

mountain ranges when the station observed weather is

warm but dry, that is during chinook events (not shown).

This feature reduced the skill/correlations, especially

around Fairbanks, which is directly north of the Alaska

Range. The cause of this issue is currently speculative, but

it could be due either to insufficient rain shadow effects

from the 20-km topography or to the initial/boundary

forcing of the coarse ERA-Interim, which also has a wet

bias relative to stations in Alaska (Lader et al. 2016).

A surprising result was that the coarse ERA-Interim

had many more events than the downscaled version.

Further analysis indicated that the ERA-Interim had

many more days with light rainfall at temperatures well

below 08C than the downscaled ERA-Interim. Figure 6

shows an example for the grid point nearest Fairbanks

over November 1991–March 1992 of daily rainfall versus

daily maximum 2-m temperature. The reanalysis had

manymore dayswith rainfall atmuch lower temperatures

than the downscaled ERA-Interim. Therefore, because

the ROS criterion in our study was primarily based on

rainfall, many more ROS events were detected in the

reanalysis than in the downscaling. This issue likely oc-

curred in the coarse reanalysis, in part, because the cloud

microphysics scheme used for the ERA-Interim had a

relatively simple representation of cloud and pre-

cipitation phase and allowed for mixed-phase clouds and

precipitation down to 2238C (Forbes and Ahlgrimm

2014). In contrast, the WRF Model configuration used

the more complex Morrison two-moment scheme

(Morrison et al. 2009), which was modified from the

Morrison et al. (2005a) scheme that was built and tested

to work with Arctic cloud microphysics (Morrison et al.

2005b). Furthermore, a test simulation with WRF was

forced by the ERA-Interim for November 1991–March

1992, following the same model configuration, domain,

and approach as the 20-km downscaling procedure but

with similar spatial resolution to the coarse ERA-

Interim (i.e., 75 km). The results (not shown) revealed

that the frequency and spatial distribution of ROS days

for November 1991–March 1992 were nearly identical

to the 20-km downscaled output for the same period

over Alaska. Therefore, themodel physics was likely the

key reason for the difference observed between ROS

from the downscaled ERA-Interim and the more nu-

merous events in the coarse ERA-Interim.

FIG. 5. Correlation between November–March 1979–2013 sea-

sonal rainfall totals at Alaska weather stations and in the down-

scaled ERA-Interim dataset at the nearest grid point with the most

similar elevation to the weather station.

FIG. 6. The daily rainfall for ERA-Interim (gray) and downscaled

ERA-Interim (red) vs corresponding daily maximum temperature

at the Fairbanks grid point for November–March 1991–92.
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b. Drivers of extreme events

The top 10 ROS days ranked by total rainfall were

identified for Fairbanks, Anchorage, Utqia _gvik, Bethel,

Juneau, andNome (Alaska) from the nearest downscaled

ERA-Interim grid point over 1979–2013 (Table 1). One

advantage of using the downscaled reanalysis data in-

stead of station data to identify extremes is that it is

simple to consistently separate liquid from solid pre-

cipitation to identify all ROS events; another is its con-

sistency with the downscaled GCM projections that will

be described in the next sections. Table 1 indicates that

the southern coastal locations of Anchorage, Bethel, and

Juneau had the highest rainfall amounts during the top 10

ROS events while Utqia _gvik had the lowest amounts.

The dates in Table 1 were compared with the station

observations (not shown), and nearly all dates corre-

sponded to high precipitation values in the observations.

Of the six stations examined, only Utqia _gvik and Fair-

banks were problematic. Fairbanks is located north of the

Alaska mountain range in a rain shadow that is often

missed by the downscaling during chinook events with

southerly winds resulting in the false identification of

extremeROS. The downscaledERA-Interim also tended

to produce extreme ROS days at Utqia _gvik when there

was low/no precipitation in the station observations.

However, fully identifying the exact cause of these dis-

crepancies would require investigation beyond the scope

of this study. One challenge in evaluating the extremes is

that ROS rainfall amounts cannot be directly derived to

accurately account for days with mixed precipitation

types at all stations like in the downscaled model output,

making a direct ranking comparison problematic.

While challenges remain in accurately capturing ROS

extremes in the dynamically downscaled reanalysis data

for some locations, evaluating the typical spatial extents

and atmospheric circulation drivers of themodeledROS

extremes in Alaska is a prudent next step. The per-

centages of grid points that had an ROS event on the

same day as the top 10 events at each location are shown

in Fig. 7 denoting the spatial extent typical of extreme

ROS events that occur at each location. For Fairbanks

(Fig. 7a), ROS was widespread during extreme days,

extending toward the southwest and reaching the Bering

Sea coast. Utqia _gvik, Bethel, and Nome (Figs. 7c,d,f)

also had similarly widespread ROS during extreme

events. Anchorage and Juneau (Figs. 7b,e) had the most

localized activity of all the locations during their ex-

treme ROS events. These last two communities are lo-

cated in the coastal mountains, so topographic effects

that can locally enhance or more broadly block pre-

cipitation likely played a role in their ROS events being

more concentrated than in the other areas. They are alsoT
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located in close proximity to the supply of relatively

warmwaters in theGulf of Alaska and localized onshore

winds can also bring ROS events.

Composite anomalies of SLP for the top 10 ROS days

at each location are shown in Fig. 8. The topROS days at

all six locations commonly occurred with anomalous

high pressure centered over the Gulf of Alaska to the

south, or southeast. Anomalous low pressure was also

typically centered to the west or north of the stations,

but only Utqia _gvik (Fig. 8c) and Nome (Fig. 8f) had a

statistically significant low pressure anomaly signal.

Assuming approximately geostrophic flow, the wind

blows parallel to the lines of equal pressure. Therefore,

all stations experienced anomalous south or southwest-

erly flow that would advect moisture from the relatively

warm Pacific Ocean. Moisture advection is known to

be a driver of heavy precipitation events in northern

Alaska (Glisan and Gutowski 2014). The anomalous

circulation patterns found in our composite analysis

were broadly similar to those that led to extreme pre-

cipitation in winter at many of these same stations

(Bieniek and Walsh 2017; L’Heureux et al. 2004) or re-

gionally (Cassano and Cassano 2010). However, there

were differences between the circulation patterns leading

to heavy precipitation and extreme ROS days since ROS

exclusively requires rainfall while heavy precipitation days

FIG. 7. Frequency of occurrence of ROS events during the top 10 events detected at (a) Fairbanks,

(b) Anchorage, (c) Utqia _gvik (Barrow), (d) Bethel, (e) Juneau, and (f) Nome for 1979–2013. The location of the

station is shown by a star.
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can encompass any combination of rain or snow. In

most cases, only minor differences in the position or

strength of the anomalous high pressure or storm track

would be needed to sufficiently raise temperatures and

lead to rain instead of snow. Rennert et al. (2009)

specifically assessed 500-hPa circulation patterns as-

sociated with ROS events for western Alaska and

found a ridge centered over the Gulf of Alaska that was

comparable to our findings.

On the basis of the findings of the SLP composite

analysis, there is also a potential link between atmo-

spheric rivers and heavy ROS events. Atmospheric rivers

are relatively narrow channels of water vapor being

transported through the troposphere in large quantities

from lower latitudes. Wintertime atmospheric rivers

moving into southern Alaska are associated with high

pressure centered in the Gulf of Alaska (Mundhenk et al.

2016) and are characterized by a similar signal to theROS

SLP composites shown in Fig. 8. While considerable

analysis beyond the scope of this study would be required

to conclusively link extreme ROS events with atmo-

spheric river activity, we speculate that the SLP patterns

found in the composite analysis show that such events

may have played a role. A better understanding of the

intricate links between Alaska ROS events and atmo-

spheric river events is especially important because itmay

provide ameans of subseasonal-to-seasonal predictability

(Baggett et al. 2017).

FIG. 8. Composite anomalies of daily sea level pressure (hPa) during the 10 events at (a) Fairbanks,

(b) Anchorage, (c) Utqia _gvik, (d) Bethel, (e) Juneau, and (f) Nome for 1979–2013. Anomalies that are significant at

a level of 95% or greater are shown by crosshatching.

1856 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 57



c. Past and anticipated change

The observed and future projected trends in the num-

ber of November–March ROS days are shown in

Figs. 9a–c. Over the downscaled ERA-Interim period of

1979–2013, from one to four fewer ROS days perdecade

have occurred over southwestern Alaska (Fig. 9a). Other

regions of the state had either no trends or weakly in-

creasing trends of approximately 0–1 ROS days perde-

cade. The observed trend pattern is consistent with that

observed by Cohen et al. (2015) for December–February

using the Modern-Era Retrospective Analysis for Re-

search and Applications (MERRA) reanalysis over

1980–2014. However, the declining ROS trends found in

our analysis in southwestern Alaska were not as consis-

tent with those of Liston and Hiemstra (2011), who re-

portedmixed trends in the same region. BothCohen et al.

(2015) and Liston and Hiemstra (2011) used MERRA as

the basis of their analysis. However, Liston and Hiemstra

(2011) considered the full snow-cover season that extends

beyond the November–March period, which may be re-

sponsible for this relatively minor discrepancy.

Downscaled projections over 2006–2100 according to

the GFDL CM3 and NCAR CCSM4 GCMs indicated

an increase in frequency of November–March ROS

events by 1–3 days per decade over much of Alaska

(Figs. 9b,c). Similar to the observed trends, ROS events

were projected to decline over southwestern Alaska

FIG. 9. Trends (days per 10 yr) in the number of November–March (a)–(c) ROS days and (d)–(f) rainfall days for

(top) 1979–2013 for downscaled ERA-Interim and 2006–2100 for downscaled (middle) GFDL CM3 and (bottom)

NCAR CCSM4 in Alaska. The trends in November–March number of station rainfall days for 1979–2013 are

displayed in (d) as circles.
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by 1–4 days per decade. There was generally good spa-

tial agreement between the two model projections with

similar magnitudes of change. However, the extent of

the decline in southwestern Alaska was slightly more

pronounced in GFDL CM3 (Fig. 9b) than in NCAR

CCSM4 (Fig. 9c). A similar spatial pattern of declining

ROS in the southwest and increases elsewhere was also

observed by Rennert et al. (2009) using the CCSM

model. Jeong and Sushama (2018) downscaled selected

CMIP5 models and scenarios over North America and

identified a general increase inROS days overAlaska by

2041–70 relative to 1976–2005 but did not have the de-

crease in ROS days over southwestern Alaska that was

projected by our analysis. This difference could be be-

cause their ROS was identified only by rainfall on snow

water equivalents of 1mm or greater without the addi-

tional temperature criteria used in our analysis. Addi-

tionally, their trends were evaluated by taking the

difference between two 30-yr periods and not over the

entire record as in our analysis.

The trends during all historical and projected periods

appeared to be linked to changes in rainfall. The fre-

quency of days with rainfall or mixed rain and snow

declined in southwestern Alaska over 1979–2013 based

on the downscaled ERA-Interim (Fig. 9d) spatially

corresponding to the declines observed in ROS events.

Likewise, weak or no trends occurred over the rest of the

domain. Local expert knowledge on these changes was

limited but Alaskan native elders in southwestern

Alaska have noted a tendency toward less rain in winter

in recent decades and an effect of the reduced frequency

of ROS events on the seasonal snowpack and their

subsistence activities (Fienup-Riordan and Rearden

2012). Observed station trends in the number of rain

days based on the METAR data are overlaid in Fig. 9d.

The station trends generally match those of the down-

scaled ERA-Interim in both sign and magnitude. The

results using the GHCN-D were similar and are there-

fore not shown.

Unlike the weak or declining rainfall trends in the

observed reanalysis period, the future projections

from GFDL CM3 and NCAR CCSM4 both indi-

cated increases in rainfall days of 1–5 days per decade

(Figs. 9e,f) over all of Alaska. The largest projected in-

creases in rainfall days were in western Alaska and en-

compassed the area of projected ROS declines. Based

on these findings, projected increases in ROS days were

linked to more rainfall in winter for much of the state.

However, southwestern Alaska was projected to expe-

rience declining ROS events, not because of decreasing

rain, as in the 1979–2013 ERA-Interim period, but be-

cause of either higher surface temperatures or the ab-

sence of snow on the ground. Similar to our findings,

McAfee et al. (2014) observed that the snow-day frac-

tion throughout Alaska would decline (i.e., days with

rain will increase) by 2100 using four models of CMIP3.

Bintanja and Andry (2017) noted more broadly that

rainfall in the Arctic is generally expected to increase,

while snowfall declines, by 2100 based on a study of 37

CMIP5 models. Therefore, the projections of rainier

winters in Alaska according to the GFDL CM3 and

NCAR CCSM4 scenarios were within the expected re-

sults of other future GCM projections from CMIP3

and CMIP5.

d. High-impact extreme events

The ice buildup left from ROS events can have major

impacts on wildlife and transportation. In Alaska, these

effects can be particularly severe because ice from ROS

events can remain for months until temperatures rise

above freezing during the spring melt. It is, therefore,

especially important for key Alaska stakeholders to be

able to better forecast ROS events from days to decades

in advance. The development of the Alaska downscaled

gridded ROS dataset allows for the evaluation of high-

impact extreme events in geographic areas where it was

not possible previously.

In early October of 2003, there was a dramatic icing

event south of Teshekpuk Lake on the North Slope of

Alaska (Brown 2005, 246–268). Freezing rain on top of

thawing and melting snow in the form of an ROS event

made it difficult for caribou to forage. Nearly one-third

of the Teshekpuk caribou herd (TCH) moved approxi-

mately 400km to the east and wintered in the Arctic

National Wildlife Refuge on the calving grounds of the

Porcupine caribou herd. A move of this direction and

this magnitude was unprecedented, and the mortality of

collared TCH caribou in the winter of 2003/04 was the

highest ever recorded, at 25% (Brown 2005, 246–268).

However, by 2008 the population size of the TCH had

rebounded and increased to 64 000 (Harper 2011, 83–

314), approximately 19 000 higher than it had been in

2002 before the icing event (Brown 2005, 246–268).

Impacts on wildlife from ROS are not unprecedented;

Hansen et al. (2011) found multiyear correlations be-

tween icing events and growth rates of the reindeer

population on Svalbard, Norway, and Forbes et al.

(2016) observed high mortality rates of reindeer as a

result of extreme ROS events in Russia.

Direct observations of the TCH ROS event were

limited but examination of the October 2003 ROS data

derived from the downscaled ERA-Interim revealed a

major event in the range of the TCH on 1 October 2003

(Fig. 10). Rainfall on 1 October exceeded 10mm over a

large portion of the TCH range on the western North

Slope (Fig. 10a). For many locations in the region this
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was the highest ROS-associated rainfall in the 1979–

2013 records from the downscaled ERA-Interim

(Fig. 10b). Limited station observations were available

in the vicinity: Utqia _gvik had only 5.8mm of pre-

cipitation andWainwright had 5mm on 1 October 2003.

Both of these stations are located along the coast where

the downscaled reanalysis also indicated similarly

smaller ROS rainfall amounts. Unfortunately, no in situ

station observations were available in the inland core of

the ROS event for direct validation.

Transportation is also strongly impacted by ROS events

that leave ice on roadways. Limited detailed information

was available for such events in Alaska, but the National

Weather Service in Fairbanks had compiled a list of high-

impact (i.e., rainfall greater than 2.5mm)ROSevents since

the late 1970s (Table 2). These events all caused dangerous

conditions on roadways and closed schools. This list was

constructed through a manual combing of Fairbanks

weather and climate observations.Afirst passwasmade by

extracting November–March days with anomalously low

24-h liquid-to-snow ratios. The most detailed weather

information (usually scans of the original observation

forms) for those days was then scrutinized to help

to determine precipitation type. A 2.5-mm rainfall

threshold was chosen to reduce the ambiguity of winter

rain events; however, smaller amounts of icing can also

dramatically impact road conditions. Most of the ROS

events listed in Table 2 occurred over multiple days and

were linked with many of the top 10 ROS days that

were identified by the downscaled ERA data and listed

in Table 1.

Extreme ROS events such as the examples discussed

above have the greatest societal and ecological impacts.

The projections in the preceding section indicated that

the number of ROS days were likely to increase around

the state with a few exceptions and understanding how

extremes are projected to change is of especially high

importance. To project changes in extreme ROS days at

each station location, the minimum daily rainfall amount

required to be among the top 10 extreme events in the

downscaled ERA-Interim was used as a threshold. The

number of extremeNovember–MarchROSdaysmeeting

the extreme threshold in the downscaled GCM pro-

jections were then totaled by 30-yr period. The percent

change relative to the 1981–2010 period for 30-yr periods

of the downscaled NCAR CCSM4 and GFDL CM3

model projections is shown in Fig. 11. This relative-

change approach normalized the model outputs for

comparison. Fairbanks, Utqia _gvik, and Nome were all

projected to have multifold increases in extreme ROS

days by 2071–2100 based on the downscaled NCAR

CCSM4 and GFDL CM3. Utqia _gvik showed the largest

projected increases, with 5–20 times as many events

in 2071–2100 as in 1981–2010. In contrast, Anchorage,

Bethel, and Juneau all had projected decreases in the

frequency of days meeting present-day ROS extremes

by 2071–2100. Juneau was projected to have the largest

decline in extreme ROS days by 2071–2100 to just

FIG. 10. (a) Amount of rainfall (mm) on 1 Oct 2003 and (b) rank

of the 1 Oct 2003 ROS rainfall among all 1979–2013 November–

March days at each grid point.

TABLE 2. Dates of significant observed ROS events for 1979–

2013 in Fairbanks, as derived from National Weather Service re-

cords. Equivalent rankings fromTable 1 are shown for comparison.

Event date ERA rank

14 Jan 2013 14

22–24 Nov 2010 1, 3, and 7

2–6 Nov 2003 1001
8–10 Feb 2003 10

6–11 Nov 1979 5
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FIG. 11. Percent change per 30-yr period relative to 1981–2010 in the number of extreme ROS days at Fairbanks,

Anchorage, Utqia _gvik (Barrow), Bethel, Juneau, and Nome. Note the logarithmic scale of the y axes.
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15%–18% of the number of 1981–2010 occurrences.

The direction of trends in extreme ROS days was the

same as the direction of trends in all ROS days at all six

locations.

4. Conclusions

Dynamical downscaling of the reanalysis data from

ERA-Interim captured the overall seasonality of ROS

events as well as their spatial extent and was comparable

to available station/satellite observations but tended to

be biased toward too many rain events. Some locations

in interior and northern Alaska were especially prob-

lematic and also had issues with capturing ROS ex-

tremes. The downscaled ERA-Interim has previously

been shown to have a wet bias, which is partially re-

sponsible for the extra ROS days, but some locations are

also impacted by missed rain-shadow effects. However,

the inclusion of WRF Model physics in the downscaling

process substantially improved on the original ERA-

Interim dataset.

Extreme ROS events at key population centers

throughoutAlaska can have high impacts. These extreme

days had atmospheric circulation signals that were similar

to those of known winter extreme precipitation events.

The circulation patterns all shared the common feature of

anomalous high pressure centered in the Gulf of Alaska

to the east and/or south of the station receivingROS. The

similarity with general heavy winter precipitation events

poses a potential challenge to forecasters because it im-

plies that a subtle change in the orientation of the at-

mospheric circulation patterns or temperature gradients

can be the difference between a major ROS event and

heavy snowfall.

The number of downscaled ROS days declined in

southwestern Alaska over the 1979–2013 historical

record because of a decline in the number of rain

events, which was consistent with station observations.

Projections to 2100 indicated increased likelihoods of

ROS days in most parts of northern Alaska, with de-

clines in southwestern and southern coastal regions.

The downscaled GCMs projected increases in the fre-

quency of rainfall in winter throughout all of Alaska;

however, coastal regions ultimately warm sufficiently

above 08C to prevent the rainfall from meeting the

ROS criterion. Extreme events at key population

centers followed a similar pattern with increasing

trends projected for Fairbanks, Utqia _gvik, and Nome

and decreasing trends projected forAnchorage, Bethel,

and Juneau by 2100.

The projected changes in the frequency of ROS days

and in extremes have potential ecological implications.

One of the largest caribou mortality events occurred

during an extreme ROS event in northern Alaska. As

the chances of such extremes increase through 2100, the

risks for mortality events also similarly increase. The

impact of these events will ultimately depend on the

ability of a species to adapt to change. Similarly, in-

creases in ROS events projected for the relatively road-

dense Fairbanks region may impact winter trans-

portation, and solutions will need to be explored to

mitigate the impacts.

Refinement of regional and global climate models

will be an important next step toward further im-

proving our ability to diagnose and detect ROS events

in Alaska. Further testing of model physics, resolu-

tion, topography, and initialization of WRF and other

regional models is needed to better capture the

sometimes tight spatial gradients of rain/precipitation

in Alaska. Developing improved weekly to seasonal

prediction systems for ROS events in Alaska is also a

prudent next step since ROS events are projected to

become more prevalent throughout Alaska in the fu-

ture. The composite analysis showed typical atmo-

spheric circulation patterns that accompany extreme

ROS days, which could be used statistically in analog

forecasting approaches. Future work should also

identify the physical mechanisms related to extreme

ROS events to further improve their predictability.

To be successful, any forecasting approach would

need to be able to separate ROS events from more

general heavy snow events. Changes in upper-air

conditions related to ROS events could also be of in-

terest to the aviation community because icing con-

ditions from the surface to the midtroposphere pose

significant hazards to aircraft operations. The perfor-

mance of model forecast systems should also be

evaluated, with an eye toward improvements in the

ability of model to capture these events diagnostically

and prognostically.
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