Dynamics and control of internal transport barriers in reversed shear discharges
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Transitions to an enhanced confinement regime in tokamak plasmas with negative central magnetic shear have been observed in a number of devices. A simple model incorporating the nonlinear coupling between the turbulent fluctuations and the sheared radial electric field is added to a transport model in order to investigate the dynamics of the transition to this enhanced confinement mode. In this model, by incorporating both the instability growth rate profiles and particle and/or power deposition profiles, a rich variety of transition dynamics is uncovered. Transition dynamics and their concomitant thresholds are examined within the context of these models. In the course of investigating these transitions, potential methods for triggering and controlling these enhanced confinement regimes have been discovered and are discussed. © 1998 American Institute of Physics. [S1070-664X(98)02904-8]

I. INTRODUCTION

The first internal transport barriers in magnetically confined plasmas were observed in the Japan Tokamak-60 (JT-60),1 Princeton Beta Experiment-Modification (PBX-M),2 and Alcator C tokamaks.3 This type of transport barrier, in contrast to the high-confinement mode levels of neoclassical transport due to strong particle and ion heat transport and a possible reduction in the barrier, is formed independently of the edge plasma conditions. Therefore, these barriers are more amenable to understanding the basis of the plasma dynamics. Recently, detailed investigation of plasma discharges in which modification of the current profile leads to a region in the core with weak or negative magnetic shear has caused a great deal of excitement. The reason for this interest is the observation that not only do these weak central shear (WS) or negative central shear (NCS), discharges exhibit improved confinement, but they also allow access to a regime of further enhancement through formation of an internal transport barrier following a bifurcation.5–8 This enhanced reversed shear (ERS) regime is accessed through a confinement bifurcation in which the most direct but not unique control parameter is the power deposited inside the radius at which the magnetic shear is reversed. The transition to enhanced confinement is characterized by a total or near total suppression of the anomalous particle and ion heat transport and a possible reduction in the levels of neoclassical transport due to strong $E$, effects. One of the practical difficulties with operation in such regimes is that confinement is so good it leads to a large accumulation of the particles and heat deposited within the enhanced confinement region. For steady-state operation, this leads to challenges in controlling the confinement to prevent impurity accumulation, particle overload, or macroscopic instability. If the ERS regime can be reproducibly triggered (at reasonable powers) and controlled (in a reactor relevant environment), this regime then offers a metaphorical bridge over the bubbling caldron which is anomalous transport. The metaphorical mechanism is via the sheared $E \times B$ flow parting the bubbling waters of the reddish-hued plasma sea.

The general philosophy behind the models presented here is that rather than initially building a comprehensive model with all possible physical effects, we first assemble a finite set of dynamical components into a hierarchy of simple models to investigate the importance of those individual pieces. Then we build a more complete model to gain quantitative insight into the dynamics of the transition when coupled to a realistic transport model. The heuristics of the underlying model10 are simple and general (Fig. 1). The necessary pieces are as follows. First, a radially dependent profile of the turbulent instability growth rates, $\gamma(r)$, is essential. This dependence comes predominantly from the radial profile of $q$. Where the magnetic shear is weak or reversed (negative), many instability growth rates are greatly reduced,11–13 leading to a gradient in the $\gamma$ profiles. Other mechanisms that can affect the local growth rates and growth rate profiles are the dynamic Shafranov shift feedback on $\gamma$,14 and the effect of shear in the diamagnetic frequency on $\gamma$. Growth rate profiles of the micro-instabilities calculated from experimental profiles exhibit such a gradient15 around the shear reversal point. The other necessary element is the coupling of the temperature, density, and flow velocity profiles to fluctuation intensity levels through the radial electric field shear. The basic model is then simply the nonlinear coupling of the radial profile evolution via the radial electric field to the turbulence. As the power (or particles) deposited increases, the profiles steepen, leading to increased turbulent fluctuations (through the gradient drive) but also to an increase in the radial electric field (also through the modified gradient). Because the suppression of the turbulence is dependent on the square of the gradient in the electric field, a critical power can exist below which increasing power increases the turbulence (and therefore, the turbulent diffusion)
while above which the sheared radial electric field dominates and the turbulent fluctuations (and diffusion) are suppressed. In this regime, the residual transport is predominantly collisional.

The generic concepts of this transition model have been described in Ref. 10. Here, we concentrate on examining a more detailed description of the dynamics of the transition, including the coupling to a transport model that independently evolves the ion and electron temperatures, density, and toroidal velocity profiles. By using the transport model, it is possible to quantitatively evaluate the power threshold and to study its scaling with plasma parameters. A basic scaling model of the threshold is presented and compared to the results of transport simulations. By better understanding the mechanisms of the transition, it is possible to suggest methods for controlling the internal transport barriers. In Table I, the main profile parameters and their controls are identified and possible control techniques are listed. Control is important for two reasons: (1) improved control facilitates access to these high-confinement regimes, and (2) it could be important to periodically lower the barrier to facilitate control of particle and impurity accumulation, stability, etc., while still maintaining the overall enhanced confinement.

The remainder of the paper is organized as follows. Section II contains a description of the transition dynamics based on a two-field model for the $E_i^v$-driven internal transport barriers. The effect of toroidal velocity shear on the transition is described in Sec. III. Section IV then contains a more comprehensive version of this model including the coupling to ion temperature, electron temperature, and density. This model is used to evaluate the power threshold and its scaling. This is followed by some examples of triggering mechanisms and possible control schemes in Sec. V. Section VI contains the conclusions.

### II. TRANSITION DYNAMICS IN A TWO-FIELD MODEL

To investigate the core transport bifurcation mechanisms associated with the formation of internal transport barriers, we begin with a model for the fluctuation intensity and profile dynamics that generalizes the local transition models investigated earlier.\(^{16\text{-}19}\) This model contains a system of equations with the necessary physics to capture the basic transition dynamics. The simplest form of such a model is the following two-field system:

$$\frac{\partial \varepsilon}{\partial t} = \left[ \gamma_0(r)N - \alpha_1 \varepsilon - \alpha_2 \langle V_E \rangle^2 \right] \varepsilon + \frac{\partial}{\partial r} \left( D_\varepsilon \frac{\partial \varepsilon}{\partial r} \right),$$ \hspace{1cm} (1)

$$\frac{\partial N}{\partial t} = S(r) + \frac{\partial}{\partial r} \left( D_{1N} + D_{2N} \varepsilon \right) \frac{\partial N}{\partial r}. \hspace{1cm} (2)$$

In this model $\varepsilon$ is the local fluctuation intensity defined as $\varepsilon = \langle (\nabla n)^2 \rangle^{1/2}$ and $N$ is the normalized pressure gradient defined as $N = (a / \langle P_i \rangle) (-d(P_i)/dr)$, where $a$ is the plasma minor radius and $P_i$ is the ion pressure. The angular brackets, $\langle \rangle$, indicate flux surface averaging. For the present calculations, the density gradient $(dn/dr)$ is taken to be the dominant component of the pressure gradient. This assumption will be relaxed in Sec. IV where the model is expanded to include separate evolution of density and temperature.

In the fluctuation equation, $\gamma_0(r)N$, which is written in separable form, corresponds to the linear growth rate of the pressure-gradient-driven microinstability underlying the turbulence in the absence of electric field shear. Here, $\gamma_0(r)$ is a geometrical factor in the growth rate that describes the magnetic shear stabilization effect as a function of radius. For the reversed magnetic shear discharges, we assume that the safety factor $q$ profile has a minimum at the radial position $r_{\text{min}}$, $q_{\text{min}} = q(r_{\text{min}})$, and the reversed shear region is for $r < r_{\text{min}}$. Because of the shear stabilization effect, $\gamma_0(r)$ is reduced, but different from zero, for $r < r_{\text{min}}$. The radial dependence of the source, $q$, and $\gamma_0$ profiles used in these calculations is shown in Fig. 2.

The parameters $\alpha_1$ and $\alpha_2$ are dependent on the particular instability dynamics of the transport model. However, it is possible to derive a "generic" scaling form for these coefficients. The parameter $\alpha_1$ is determined by the saturation level of the instability in the low-confinement regime and

### TABLE I. Mechanism for profile modification.

<table>
<thead>
<tr>
<th>Profile parameter</th>
<th>Control parameter</th>
<th>Control technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{n_i}$</td>
<td>Particle flux $\Gamma$</td>
<td>Pellet injection</td>
</tr>
<tr>
<td>$L_{T_i}$</td>
<td>Heat flux $Q_T$</td>
<td>Modulated NBI heat pulse(^e)</td>
</tr>
<tr>
<td>$L_{V_{i\perp}}$</td>
<td>Momentum torque $r_q$</td>
<td>NBI/IBW</td>
</tr>
<tr>
<td>$q'$</td>
<td>Toroidal current $J$</td>
<td>Current drive</td>
</tr>
</tbody>
</table>

\(^e\)NBI=neutron beam injection.
shear in the toroidal flow coincident with the barrier position, we investigate the effect of the evolution of the toroidal flow in the next section.

This system of equations is nearly the same as the one used in studying the propagation of confinement improvement fronts from the plasma edge in the study of the very-high-confinement mode (VH mode). However, two important differences exist: (1) the radial dependence of the linear growth rate that carries the information on the magnetic shear stabilization and (2) the radial dependence of the source profile. This new information is critical for understanding the reversed magnetic shear configuration’s enhanced confinement regimes.

Stationary solutions of this model are calculated by setting the time derivatives to zero in Eqs. (1) and (2). Neglecting the diffusion term in the fluctuation equation, the stationary states are the solution of the following equation:

\[ \Gamma(r,N,N') = D_{1N} \frac{\partial N}{\partial r} + \frac{D_{2N}}{\alpha_1} (\gamma_0 - \alpha_2 N^3) \frac{\partial N}{\partial r} = S_I(r), \]

where \( \Gamma \) is the gradient of the particle flux and \( S_I(r) \) is the integrated source term,

\[ S_I(r) = \int_0^r S(r') dr'. \]

From a local perspective, two types of solutions depend on the sheared electric field strength. In the prelude phase, the sheared electric field is weak, and confinement is dominated by anomalous transport. In this phase, the fluctuation level is high, \( \varepsilon = \gamma_0(r) N/\alpha_1 \), and so is the anomalous diffusivity. It should be noted, however, that the core fluctuation level and, therefore, the core transport is reduced from the standard low-confinement mode (L mode) by the reduction of the linear growth rates in the core because of the reversed magnetic shear; that is, \( \gamma_0(r) \) is small for \( r < r_{\min} \). The density profile is given by

\[ \frac{\partial N^2}{\partial r} = 2 \frac{\alpha_1 S_I(r)}{\gamma_0(r) D_{2N}}. \]

The second solution is the posttransition equilibrium. This solution is characterized by steep gradients up to the final barrier position because of the complete suppression of the turbulent transport inside the barrier region (\( \varepsilon = 0 \)). No assumption about marginal stability is made as the marginally stable profile self-consistently changes in the presence of a sheared radial electric field. For this solution, the density gradient is

\[ \frac{\partial N}{\partial r} = \frac{S_I(r)}{D_{1N}}. \]

Equations (7) and (8) give the local solutions, but we are interested in the global structure of profiles predicted by this model. The pretransition state corresponds to the integrated profile given by Eq. (7). However, after the transition, the solution is a combination of a solution of the type given by Eq. (8) in the inner part of the plasma that must be matched to the outer solution given by Eq. (7). In Ref. 10, we consid-
ered a simpler model in which the flux is only a function of $r$ and $N$. For this simpler model, it was possible to graphically understand the feasibility of a matching solution (existence of a transport barrier) through the topography of the flux landscape. Here, because of the increased complexity, it is much more difficult to visualize the matching.

As described earlier, the basic feedback mechanism responsible for the transition is quite simple. When the power deposited inside the $q_{\text{min}}$ surface causes the local flux through the $q_{\text{min}}$ surface to create a pressure gradient such that $E_r'$ exceeds the value needed to suppress the local turbulence, the turbulence level falls, the gradient further steepens, and a positive feedback loop is created. The transition will typically initiate right outside the $q_{\text{min}}$ surface where the gradient flattens again, because of the increase in the fluctuations. Locally the transition criterion is

$$S_{\text{crit}} = \frac{\gamma_0 D_{2N}}{2\alpha_1} \frac{\partial}{\partial r} \left( \frac{\gamma_0}{\alpha_2^2} \right)^{2/3}.$$  \hfill (9)

Equation (9) can be thought of as defining a critical flux through the local surface. This critical flux, which in steady state is equivalent to the rate of particle or energy deposition inside the surface, is proportional to the local linear growth rate of the instability. It is, therefore, clear that the deposition profiles of the power, particles, and momentum (as we will show later) relative to the radial profiles of the growth rate are of critical importance and, in fact, can move the location at which the transition initiates. It should also be noted that there are many routes to the bifurcation point. The power is the most obvious; however, changing the growth rates (or the growth rate profiles) can have the same effect as the system locally undergoes a transition at a critical value of $\gamma$. A method for giving insight into the multiple bifurcation routes and the symmetry of those routes can be gained via the flux landscape picture.

Because of the positive feedback in this type of transition, once the transition is initiated at a given radial point, it effectively “bootstraps” itself both in and out, covering the entire region that is supercritical and the region that is critical at the posttransition diffusivity (the neoclassical or adjusted neoclassical level). Supercritical means that in steady state, with the pretransition fluctuation levels, the local threshold is exceeded. Even though in steady state the threshold may be exceeded in much of, or even the entire, reversed shear region, the transition cannot happen simultaneously in all radial positions. The reason is that the flux is temporarily reduced outside the transitioned region. This reduction in the flux locally suppresses the transition in the nearby region and leads to the progressive dynamics of the transition [see Figs. 3(a) and 3(b)]. Figure 3(a) shows profiles of the fluctuation level at various times after the critical power has been exceeded. The transition generally initiates at the radial location where the growth rate starts to increase, the $q_{\text{min}}$ surface, which is also the location in this model that has the largest flux (in the reduced growth rate region). Therefore $E_r'$ has a maximum at $r_{\text{min}}$. The transition starts where the gradients change the most, making $E_r'$ locally the largest. This is generally caused by the confinement im-
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FIG. 3. Profiles of the fluctuation level ($E_r$) [panel (a)] and pressure [Panel (b)] at a sequence of times during a transition. Note the transition propagates both inward and outward from the point of initiation ($r/a=0.3$), as seen in $E_r$.

The transition propagates outward until it can no longer bootstrap itself up the growth rate beach, and inward all the way. Figure 3(b) shows three pressure profiles after the transition. Because the only residual transport is neoclassical, the pressure profiles grow and move outward. In the core region, the transition propagates from its initiation point inward and outward as a front, that is, with a nearly self-similar transition profile [see Fig. 3(a)]. When this transition front reaches the region of increasing $\gamma_0$, the distance of penetration is dependent on two factors: first, the power deposited inside the $q_{\text{min}}$ surface and, second, the breadth of the region of increasing $\gamma_0$. Figure 4(a) shows two before-and-after fluctuation level profiles, one for a broad $\gamma_0$ profile and one for a narrower one [Fig. 4(b)]. The final (edge) level of $\gamma_0$ is the same for the two cases; only the width ($W$) of the region connecting the low growth rate (reversed shear region) to the edge region is changed. Figure 4(a) illustrates that the barrier end point or foot propagates further out in the case of the broad transition region. This is similar (but not exactly isomorphic) to a tide moving up a beach: a more gently sloping beach allows the tide to move much further inland than a steep beach. The power dependence of the final barrier foot point is illustrated by Fig. 5, which shows that the barrier moves out as the power increases above the critical power. To estimate the position of the barrier footprint using the model of Ref. 23, we have to determine the Maxwell flux,
which is less than the critical flux for suppression, for the present model. For \( D_{1N} \approx D_{2N} \), we have

\[
\Gamma_M \approx \gamma_0(r)^{2/3} \sqrt[5]{\frac{D_{1N}D_{2N}}{3a^0(\alpha^g_1\alpha^g_2)^{1/2}L^2}}.
\]

Equation (10) describes well the results of the numerical calculation as shown in Fig. 5.

One of the more important features of this system is the hysteresis in power at the transition. This large difference in threshold power (\( P_{\text{crit}} \)) between the forward transition and the backward transition has been observed experimentally\(^{24} \) and can be readily understood in terms of the model presented here. The hysteresis can be a very valuable feature because it can take many times less power to hold the system in the enhanced confinement mode than it does to initially get into that state. This large power difference suggests some interesting methods for triggering and controlling the ERS regime, which will be explored later. To study this effect in the present model, we use as a control parameter the value of the integrated source, \( P = S_1(a) \), as an effective power. Even in this most minimal version of the transition model the hysteresis effect is shown (Fig. 6). At normalized time \( t = 10 \), the ‘‘power’’ is increased from \( P = 0.5P_{\text{crit}} \) to \( P = 2.0P_{\text{crit}} \). The time traces of the fluctuation level and pressure gradient at different radial locations show the transition moving outward. The fluctuations are sequentially quenched and the pressure gradients rise dramatically. At \( t = 20 \), the effective power is turned back down to the original pretransition level; however, the back transition only occurs at the two farthest out radii. This change is shown in both the fluctuation level traces, which do not rise again, and in the pressure gradient traces that have fallen (because the source is decreased) but are still about five times their pretransition level. This asymmetry can be readily understood from the realization that the true control parameter in this system is really the local pressure gradient \( N \), which determines the local \( E_r \). Because in steady state the energy (particle) flux \( \Gamma_n \) through a surface is simply equal to the power (particles) deposited inside that surface, with a given diffusivity (\( D_n = \Gamma_n/\nabla n \)), we can see that to maintain a gradient, \( \nabla n_{\text{crit}} = \Gamma_n/D_n \), at the pretransition value with a pretransition diffusivity (which includes the anomalous diffusion) a large flux (and therefore large source) is required. However, after the transition, the diffusivity is neoclassical and therefore the needed flux (‘‘power’’) is greatly reduced. From this argument, we see that \( P_{\text{crit}}/P_{\text{crit}} \) is related to \( D_{\text{anom}}/D_{\text{neo}} \). Here, \( P_{\text{crit}} \) (\( P_{\text{crit}} \)) is the critical power for the forward (backward) transition. Using the transition model of Ref. 10, which is a variant of the model considered here but which is amenable to analysis, we obtained

\[
\frac{P_{\text{crit}}}{P_{\text{crit}}} = \frac{1}{\sqrt{3}} \left( \frac{D_{\text{anom}}}{D_{\text{neo}}} \right)^{3/4}.
\]
This hysteresis cycle can also be visualized in the standard way via an S-shaped bifurcation curve, with the forward transition occurring at the high ‘‘power’’ top of the S-curve and the back transition occurring at the much lower ‘‘power’’ bottom of the S-curve (see Fig. 7 for example).

III. EFFECT OF THE TOROIDAL VELOCITY SHEAR ON THE TRANSITION DYNAMICS

To help in accessing the enhanced confinement regime one can look at the equation for the radial electric field [Eq. (3)] and observe that the two pieces we have ignored until now, $V_\phi$ and $V_{\phi}$, can play important roles. Because there is no damping of $V_\phi$ (as there is in the case of $V_{\phi}$) in the core the sheared toroidal flow, $V_{\phi}'$, can have an effect comparable to or even exceeding the $V P_i$ component. This sheared toroidal flow can come from unbalanced beams or even beams that are simply radially unbalanced (i.e., the co-injected beam may deposit power and particles at a different radius than the counterinjected beam). The effect of this $V_{\phi}'$ can be to reduce the ‘‘power’’ (or net particle flux) threshold by reducing the amount of $E_\phi'$ that needs to be contributed by the pressure gradient. It should be noted that the sign of the $V_{\phi}'$ term can either add to or subtract from the $V P_i$ term, which means that the threshold can actually be moved up or down which again is interesting in terms of control, particularly when operating near the back transition threshold. Within the confines of our minimal model, this effect can be looked at by adding an evolution equation for $\langle V_{\phi}' \rangle$:

$$\frac{\partial \langle V_{\phi}' \rangle}{\partial t} = \alpha_7 \langle V_E' \rangle e + \tau_\phi + \frac{\partial}{\partial r} \left( D_{1,\phi} + D_{2,\phi} e \right) \frac{\partial \langle V_{\phi}' \rangle}{\partial r} - \mu \langle V_{\phi}' \rangle.$$

(13)

Here $\mu$ is the damping because of collisions or magnetic braking, which is usually feeble compared to the poloidal flow damping rate; $\alpha_7$ is the coefficient of the Reynolds stress drive (which is generally very small for the toroidal flow), and $\tau_\phi$ is the sheared torque (i.e., because of the beams, momentum deposition profile). The third term on the right is the anomalous toroidal momentum diffusion term, which we assume has the same form as the anomalous particle transport. We also assume that the Reynolds stress term is very small relative to $\tau_\phi$ and find that, depending on the sign of $\tau_\phi$, we can cause transitions at lower powers or inhibit them. In Fig. 8 the central density is shown for a case without $V_{\phi}'$ with a subcritical power, and a case with $V_{\phi}'$ and the same power. The transition to the enhanced confinement can be seen in the latter case as the central density bifurcates when $V_{\phi}'$ is turned on and the system transitions into an enhanced confinement regime.

Similar arguments can be made for the poloidal flow. However, $V_\phi'$ cannot adjust itself unless an external drive exists because of the strong damping from magnetic pumping. Nevertheless, if a local flow can be created via some external mechanism$^{25}$ [Ion Bernstein Wave (IBW) drive,$^{26}$ for example], one could locally reduce the power threshold, allowing easier access to the ERS regime, with the added benefit that once in the ERS state, the needed power goes down dramatically because of hysteresis.

IV. TRANSITION DYNAMICS WITH FULL TRANSPORT MODEL AND EVALUATION OF THE POWER THRESHOLD

While the transition dynamics and threshold effects from the minimal model are interesting and suggest a qualitative description of the mechanisms for the formation and control of internal barriers, a reasonable case can be made that, in a more complete transport model (i.e., one that evolves ion temperature, $T_i$, electron temperature, $T_e$, and density, $n$, in addition to the fluctuation level), the transition thresholds and transition dynamics may be different. Importantly, this type of model also allows the parameters in the fluctuation equation to evolve on the appropriate transport time scale and includes the radial dependence of those parameters on the transport quantities. To investigate this possibility and to calculate the power threshold for meaningful experimental parameters, such a model is used. The model is essentially the result of coupling a one-dimensional transport model to the fluctuation evolution equation:

$$\frac{\partial n}{\partial t} = S_{NBI} + S_{sp} + \frac{1}{r} \frac{\partial}{\partial r} \left[ r D_n \frac{\partial n}{\partial r} \right],$$

(14)

$$\frac{3}{2} \frac{\partial n T_i}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r \chi n \frac{\partial T_i}{\partial r} + \frac{5}{2} D_{nT_i} \frac{\partial n}{\partial r} \right] - D_n \frac{1}{n} \frac{\partial n}{\partial r} \frac{\partial T_i}{\partial r} + Q_{NBI} + Q_e (T_e - T_i),$$

(15)
\[
\frac{3}{2} \frac{\partial nT_e}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r \left( \chi_e n \frac{\partial T_e}{\partial r} + \frac{5}{2} D_0 n \frac{\partial n}{\partial r} \right) \right] + D_n \frac{1}{n} \frac{\partial n}{\partial r} \times \frac{\partial n}{\partial r} + Q_{\text{SB+}} + Q_{\text{Ohm}} + Q_{\text{ie}} (T_e - T_i).
\]

\[
\frac{\partial \varepsilon}{\partial t} = \left( \gamma - \alpha_1 \varepsilon - \alpha_2 \left[ \frac{q}{q} \frac{\partial}{\partial r} \left( \frac{q E_r}{q B_\phi} \right) \right] \right) + \frac{1}{r} \frac{\partial}{\partial r} \left[ r D_e \frac{\partial \varepsilon}{\partial r} \right],
\]

with

\[
E_r = \frac{1}{\gamma} \left[ \frac{1}{q} \frac{\partial T_i}{\partial r} + T_i \frac{\partial n}{\partial r} \right].
\]

The fluctuation-driven transport dynamics is based on the ion temperature gradient- (ITG-) driven turbulence for the plasma core and resistive pressure-gradient-driven turbulence for the edge. This type of model seems to describe well the transport properties of Tokamak Fusion Test Reactor (TFTR) plasmas.\(^{27}\) Here we are not attempting to do detailed modeling of discharges, but to describe some of the generic properties. In the Appendix, we give the details of the model used, as well as the form for the power and particle sources. The fluctuation equation only includes the evolution of the (ITG) instabilities, while the edge transport is kept fixed, because we are only interested in the internal transport barriers. In this model, the shear suppression term in the fluctuation equation is based on the Hahm and Burrell\(^{28}\) extension of the BDT criterion.\(^{20}\) The shearing rate is given by

\[
\omega_s = \frac{\Delta_r}{r \Delta_\phi} \frac{q}{q} \frac{\partial}{\partial r} \left( \frac{q E_r}{q B_\phi} \right),
\]

where \(\Delta_r\) and \(\Delta_\phi\) are the radial correlation length and the poloidal correlation angle, respectively. This takes into account the toroidal nature of the plasma and the role of magnetic shear in the suppression. As a result of this change in the form of the shearing term, the \(\alpha_2\) coefficient in Eq. (17) is now

\[
\alpha_2 = \left( \frac{\Delta_r}{\Delta_\phi} \right)^2 \frac{1}{\gamma}.
\]

The \(\alpha_1\) coefficient has the same form as in Sec. II. Now, however, \(\alpha_1\) has an explicit dependence on \(T_e\), which is time evolved. In the pretransition reversed shear (RS) state, temporal and spatial computational resolution is not a problem because the system evolves on a transport time scale. However, because the transition takes place on a turbulent nonlinear time scale (which can be orders of magnitude faster than the transport time scale), care must be taken. During the transition, time and space resolution issues become much more difficult. Typical \(q\) and \(\gamma_0\) profiles (once again assuming the factorized form for the growth rate) are shown in Fig. 9(a) and the corresponding RS profiles of \(T_i\), \(T_e\), \(n\), and \(\varepsilon\) are shown in Fig. 9(b). This case is calculated for TFTR parameters of 15 MW neutral beam power, minor radius \(a\) of 82 cm, and magnetic field \(B\) of 4.7 T. We choose this case because of the simple geometry of TFTR. The circular cross section and the apparently smaller importance of toroidal flow in TFTR because of balanced injection allow us to ignore the \(V_\phi\) equation, which again simplifies the system. Of course, increased complexity, both with geometry and additional flows, presents more opportunities for triggering and control of the transport barriers, which we will discuss in Sec. V.

For \(\alpha_2 = 0.1\), the transition power threshold is found to be at \(\sim 24\) MW \(\pm 2\) MW. The \(\alpha_2\) parameter has the largest uncertainties in it as it has both geometric form factors built in, as well as the ratio of the poloidal to toroidal turbulence correlation lengths. Therefore, \(\alpha_2\) probably lies between 0.01 and 0.5 for TFTR. Fortunately there is a weak, \(\alpha_2^{-1/3}\) dependence on \(\alpha_2\) in the power threshold (Fig. 10). In this study, we use the total injected power as the control parameter for the transition while typically keeping the nominal width of the deposition profile at 0.2\(a\). The threshold power is calculated by slowly increasing the power (in increments of 1 MW or less) and allowing the system to relax to steady state before the next incremental increase. The system is determined to have undergone the transition to the ERS regime...
when a region in the core exhibits fluctuation suppression (Fig. 11) and the confinement time increases.

We can estimate the scaling of the power threshold in terms of dimensionless variables by comparing the general form of the ITG linear growth rate, $\gamma = k \alpha_i, c_i / L$, with the shearing rate, $\omega_s \approx V_i / \rho_i / L^2$. In this analysis, we neglect the intrinsic nonlinear dependence of the profile scale length, $L$, which we assume constant. The criterion for turbulence suppression gives $\rho_i / L = \text{const}$ as the local transition criterion. In this estimate, $k \alpha_i$ is also assumed constant. From this condition, we have the scaling of the local plasma parameters in terms of the magnetic field, $T_e \propto B^{2/3} / m_i$, which, assuming gyroBohm scaling for the pretransition plasma, gives the scaling of the threshold power

$$P_{\text{crit}} / S \propto n B^3 / m_i^2. \quad (21)$$

Here, $S$ is the flux surface area. We have tested this scaling by performing numerical calculations of the power threshold at different magnetic field values, keeping constant the line averaged density. The results are summarized in Fig. 12(a). The numerical results give a scaling exponent for $B$ that is clearly less than 3. By fitting $P_{\text{crit}} / S$ by $B^\lambda$, we have obtained $\lambda = 2.18 \pm 0.16$. One possible reason for the discrepancy between the numerical scaling and Eq. (21) is that the assumption $T_e \propto T_i$ is not verified. In the magnetic field scan, $T_e$ tends to remain constant while $T_i$ increases with the field. If we use the specific $\chi_i$ given in the Appendix, we can calculate the scaling of the threshold with $\tau = T_e / T_i$ also. The local threshold is then $\rho_i / L = \tau^{1/2}$. Of course, for $\tau = 1$, we reproduce the previous results. However, if $T_e = \text{const}$, the scaling of the ion temperature at the threshold is $T_i \propto B^3 / \sqrt{m_i}$. This scaling induces the following power threshold scaling:

$$P_{\text{crit}} / S \propto n B / m_i. \quad (22)$$

The scaling exponent of the magnetic field in Eq. (22) is equally as good as the one found in the numerical calculations. This result is also supported by the local scaling of $T_i$ at a radial position close to the beginning of the transition [Fig. 12(b)]. A fit to the numerical results gives $T_i \propto B^{1.3 \pm 0.1}$. This dependence is close to the linear scaling expected for the case where $T_i$ is constant. However, profile changes and, therefore, changes in $L$ may also play a non-negligible role in these scans. This emphasizes that dimensional analysis alone cannot give the full picture and should be treated with some care. In contrast to the threshold power scaling with $B$, a remarkably robust linear scaling is found with the density ($n$). This robustness comes from the simple linear scaling of the energy content with $n$.

Note that because $\rho_i / L = \text{const}$ for the generic case, the scaling given in Eq. (21) follows from both gyro-Bohm and Bohm transport models. A caveat is necessary—namely that the numerical calculation of the power threshold cannot be done with high accuracy. The reason for the uncertainty in the threshold is that close to the transition a dithering phenomenon exists which is physically based (as will be discussed later) but can obscure when a transition has actually occurred and can, therefore, change the threshold by a small amount. The transition shown in Fig. 11 initiated at the point where the shear parameter from Eq. (19) exceeded the local linear growth rate for the fluctuations. Because $\omega_s$ is dependent not only on the shear in the radial electric field, but also on the shear in $q$, the variation of $q$ around $q_{\text{min}}$ is significant. A small increase in $q'$ can move the transition from outside $q_{\text{min}}$ to inside. Figures 13(a) and 13(b) show the growth rate profiles and the shearing parameter profiles before a transition [Fig. 13(a)] (at lower power) and just as a transition is beginning [Fig. 13(b)]. In this case, the transition clearly initiated inside the $q_{\text{min}}$ surface because the shearing parameter exceeds the growth rate there. However, it should be noted that from $r/a$ of $-0.3$ to $-0.35$ the growth rate and shearing parameter profiles are almost equal and tangent. This exact situation leads to the dithering (os-
cillating) behavior. A small change in the profiles can locally push one larger than the other, which in turn modifies the profile and reverses the situation. This change then can cause oscillations in the computations (see Fig. 14) whenever the two profiles are approximately equal in magnitude and locally tangent. Indeed, oscillations around the radial location where the profiles become marginal (i.e., where the fluctuations are just suppressed), possibly of this type, have been reported on TFTR at the edge of the transition region by Mazzucato.29 In most of the configurations we have investigated, even after the transition has fully evolved, the profiles at the edge of the ERS region tend to have this characteristic, allowing or causing this type of oscillation to occur. This near-criticality (to suppression) type of relaxation oscillation suggests some possible control mechanisms, to prevent impurity accumulation, which are investigated and discussed in the next section.

The key ingredients for a transition to ERS are low local instability growth rate and steep temperature and or density gradients (usually requiring peaked deposition profiles) leading to a steep pressure profile. These elements can be aided by a favorable q gradient. All of these factors are caused or amplified by the reverse shear region which gives the low growth rate (this can also be helped by the reduction in growth rate because of the Shafranov shift14 mentioned earlier, but not included in this model) and produces the steep gradient because of the localization of the power deposition inside the transition point. For a given power, the more localized the deposition is inside the q_{min} region, the lower the power threshold becomes because more flux comes through the q_{min} surface, giving a steeper gradient for a given diffusivity. Narrowing the deposition profile cannot only decrease the power threshold by increasing the flux through the q_{min} surface but can also move the initiation point for the transition by steepening the gradient in E_r well inside the q_{min} surface. Figure 15(a) shows a typical q profile and a typical pretransition E_r profile in which the alignment of the q_{min} position and the outer gradient in E_r (outside the minimum in E_r) is apparent. Figure 15(b) shows the shearing parameter for three deposition widths, 0.2, 0.1, and 0.05a. An inner peak in the shearing parameter grows as the deposition profile narrows. This peak is located on the inner (inside the E_r minimum) gradient of E_r, and can cause the transition to start well inside q_{min}. The power threshold difference observed in TFTR when using tritium (T) beams versus deuterium (D) beams24 (a lower threshold is seen for deuterium)
and heat can clearly lead to very large increases in the temperatures and densities if the system is allowed to evolve to a steady state without any other large scale transport event (i.e., a disruption of some type). The profiles of density and temperature are shown in Fig. 17 before and after the transition in or near steady state. The power in this case was approximately 5 MW above the power threshold. One can easily see that the transition has propagated well outside the reversed shear region. In fact, in this case the steep pressure gradients that exist outside the RS region are unstable to ideal ballooning modes using the Pogutse–Yurchenko criteria.

The propagation of the transition in this model has two distinct regimes. In both of these temporal regions the transition is moderated by the spreading of the radial electric field shear. First, a very rapid transition occurs in the core region in which the RS (and other effects) has provided a lowered growth rate. In this region, the transition propagates on a nonlinear time scale [Fig. 18(a)] and resembles the supercritical transitions exhibited by some VH-mode models and by the simpler model from the previous section. The entire transition for the “supercritical” region (approximately 0.3a) has occurred in less than 5\(\tau_g\), where \(\tau_g\approx \gamma^{-1}\) is the fluctuation growth time. As the transition moves out into the “subcritical” region where the instability growth rate is larger, the propagation slows down [Fig. 18(b)] to a hybrid propagation velocity dominated by the neoclassical (that is posttransition) diffusion time because of the Maxwell criteria. In this regime the transition has taken more then \(500\tau_g\) to cover less than an additional 0.2a. These time scales are in qualitative agreement with the propagation velocities analytically predicted by Lebedev and Diamond.

This more complete model, as in the simpler model, shows a strong hysteresis effect (Fig. 19), allowing the power to be lowered by a significant amount after the transition is obtained while still maintaining the ERS regime. In addition to the asymmetry in the forward and backward threshold powers (the hysteresis), an asymmetry exists in the time scales involved in the forward and backward transitions similar to that seen in experiment. The forward transition occurs more rapidly (for a given increment above critical) than the back transition does (Fig. 20). This difference can be understood to follow from a number of causes. First,
asymmetry exists in the source of the flux which maintains the gradient. In the forward transition, the transition bootstraps itself up, which is a positive feedback on the transition. In the back transition, however, the increased diffusivity increases the flux, which tends to inhibit the relaxation of the gradient and, therefore, slows the back transition via negative feedback. Additionally, the increased gradients that exist before the back transition can cause a reduction in the local growth rate induced by the Shafranov shift, which will decrease the anomalous diffusion even after the back transition, again acting as a negative feedback, which slows its propagation.

V. SCHEMES FOR CONTROLLING INTERNAL TRANSPORT BARRIERS

Two types of control systems are necessary for setting up operational scenarios with transport barriers: (1) setting up and maintaining the barrier in the most expeditious way, and (2) lowering the barrier to avoid impurity and ash accumulation at the plasmas core. Table I list the profile parameters that need to be controlled together with some obvious techniques to achieve this control. In this section, we will discuss some of these techniques and the results obtained by modeling several of the proposed approaches.

In Sec. IV we noted that the apparent power threshold is reduced by transient pulses (or oscillations). This type of trigger is reminiscent of L−H transitions triggered by the heat pulse associated with sawtooth oscillations. In and of itself this may have relevance to the different types of transitions observed on TFTR. However, it also suggests possible mechanisms for triggering the transitions at powers which are significantly below the “steady state threshold.” The mechanism for such a subcritical trigger is quite straightforward. A transient pulse in the pressure (from any source) will propagate outward. Such a pulse causes a local transient steepening of the pressure gradient and, because it is local, an increase in the radial electric field shear. This transient increase in $E_r$ then can locally quench the fluctuations, reducing the diffusivity and causing the positive feedback (growth in gradients, etc.) which underlies the entire model. Effectively, it is the concept of a transient local transition coupled to positive feedback and hysteresis that allow these subcritical transitions to occur and propagate radially. Within a toroidal magnetic confinement device, a wide range of internal and external triggers are possible. Probably the most common of these triggering mechanisms, and the one which can explain the intrinsic variations in observed thresholds, is a simple transport event. Contrary to diffusive transport modeling, turbulent transport is not a smooth continuous process. It is instead a bursty, spiky process, possibly better
represented by a model that incorporates noise-induced fluctuations as the transport dynamics of a self-organized critical system, than the more typical mean field diffusion model. Within the context of such a model based on gradient-driven turbulent transport and backed up by experimental observation, the various fluxes are found to be quite bursty. These bursts in flux will necessarily give rise to concomitant fluctuations in the gradients. Because these flux bursts have a distribution in sizes, large “transport events” are possible. One of these flux spikes can cause the gradient to locally and instantaneously become super-critical and produce local transitions with positive feedback allowing the growth and propagation of the barrier. In general, the dynamics of such self-organized critical gradient transport constrain the local gradient do not deviate very far or very frequently from the system’s preferred slope. This makes it unlikely that these intrinsic fluctuations would trigger transitions that were more than slightly (more than a few MW in our cases) subcritical. Using the idea of a transport-event-driven trigger, it is not difficult to imagine cases in which the transition can be strongly subcritical. One such situation is that of a magnetohydrodynamic (MHD) instability confined to the core (i.e., sawtooth oscillations). A fast MHD instability could rapidly flatten the profile inside the inversion radius ($r_{\text{inv}}$), which we will take to be inside $r_{\text{min}}$. This will send a large transient pulse of flux out through the $q_{\text{min}}$ surface, causing a large local jump in the gradient and triggering a local transition to ERS confinement. This type of event could account for the difference between the Type I and Type II ERS transitions observed on TFTR. All that is required is that the power be above the back transition threshold, which is typically much lower than the regular transition threshold (from the ratio of the pre/posttransition diffusivities as discussed earlier) and $r_{\text{inv}} < r_{\text{min}}$. This type of scenario is more likely to occur with a weak central magnetic shear than a strongly negative central magnetic shear configuration because of the stabilizing effect of the negative magnetic shear on magnetohydrodynamic (MHD) instabilities. To properly investigate such a scenario one must include MHD stability and transport in the bifurcation model. This inclusion is beyond the scope of the present investigation. It does lead to the intriguing possibility that one could trigger a confined MHD event in order to trigger the ERS transition.

The next possible methods for active triggering follow the line of actively and transiently reducing the local threshold. Two methods for doing this are through active profile control of the $V_\theta$ and $V_\phi$ flows. Since the addition of $V_\phi$ or $V_\theta$ (with the correct sign) increases $E_r$, it reduces the amount of $E_r$ that must come from the pressure gradient. This in turn reduces the power threshold for the transition. While $V_\phi$ is likely damped in the core, a narrow region of sheared poloidal flow may be driven by IBW as on PBX-M. It is perhaps even easier to modify $V_\phi$ because this can be done by tailoring the beam deposition profiles and/or by balancing beams and does not require any additional external power. $V_\phi$ has been added to the present model and indeed can reduce or increase the power threshold as was shown in Sec. III. However, to do this properly, the beam deposition profiles must evolve with the background profiles which are not contained in the present models. If the sign of the $V_\phi$ or $V_\theta$ term is opposite to that of the $\nabla P$, term, then the threshold can actually be increased. The change in the transition power can most clearly be seen in the hysteresis curves modified by $V_\phi$ (Fig. 21). The forward transition power threshold changes by more than 20% in this illustration; however, because the back transition is moderated by the neoclassical diffusion, the changes in the back transition level are much smaller. This technique can lead to scenarios in which one can trigger the transition and a back transition to control the profiles and accumulation rates and suggests that operating above but close to the back transition power threshold is the most favorable regime for the various control and triggering schemes.

A final mechanism for triggering the transition is by using a combination of rf heating and pellets. If a region just inside the $q_{\text{min}}$ surface is heated (thus, steepening the local profile), allowed to come to equilibrium, and then a pellet is fired into the core, the transient-added particle flux from the pellet comes through the heated region and a transient increase occurs in the pressure gradient. This in turn can trigger a confinement transition (Fig. 22). This type of trigger may be of particular interest on devices such as Tore Supra.
on which the current profile can be controlled via Lower Hybrid current drive\textsuperscript{36} which can also serve as an off-axis heating source.

As mentioned earlier, for the ERS confinement mode to be useful, it must not only be triggered at reasonable powers, but the accumulation rates must be controlled. Certainly using the hysteresis effect to lower the power input after the transition can help. Even then, one would like to be able to selectively open a valve in the barrier. One possible method to do this is via initiating transport events by causing a local back transition using some local $V_{q}$ or $V_{a}$ drive to force the system to locally back transition. This will not cause the entire system to back transition but will cause a transport event to propagate out, thereby transiently removing some of the confinement.

A mechanism which may offer more control is $q$-profile modification via current drive. If the $q_{\text{min}}$ surface can be moved in and out a small amount, as a function of time (via local off-axis current drive), a large increase in the flux can be induced. This is caused by the radial "wigging" of the barrier through a wiggling of the growth rate profiles that are tied to the reversed shear region. By controlling the amplitude and frequency of the perturbations of the $q$ profile, the background profiles (accumulation rates) can be controlled (Fig. 23). In this case, the power is 1 MW above the forward transition threshold. Without any perturbation, the central density can be seen to effectively run away after the transition. However, with a 20% perturbation in the $q_{\text{min}}$ position, the central density can be stabilized at a value only 10% higher than the untransitioned case. Near the barrier footpoint, oscillations can be seen in $e$, $T_{e}$, $T_{i}$, and $n$ which coincide with the movement of the $q$ profile (Fig. 24). Varying the frequency and amplitude of the perturbations can control the final, steady-state profiles. The frequency of the $q_{\text{min}}$ motion should be between the nonlinear transition time and the neoclassical diffusion time to allow time for the transitions to occur but not enough time for the profiles to be fully slaved to the oscillations. The current drive requirements for such control are relatively modest. A simple estimate of the percentage of the current displaced by shifting $\partial q$ from its minimum position by $\Delta r$ is $\Delta I/I = (\Delta r r_{\text{min}}/a^2) \times (q_{\text{a}} \partial q / q_{\text{min}})$. For the case we have considered, this estimate gives $\Delta I/I \approx 0.02$.

VI. CONCLUSION

During our study of the dynamics and control of core transport barriers in discharges with reversed magnetic shear we found the following principal results:

1. The basic qualitative (and some quantitative) features of the transition evolution are captured by a simple two-field model for the density gradient and fluctuation intensity which incorporates $E_{i}^{-}$-drive transport bifurcation dynamics as well as reduction of pretransition instability growth rate by magnetic shear reduction or reversal.

2. The basic conclusions of the simple model are supported by more detailed investigations which incorporate toroidal momentum and ion and electron heat transport. In particular, the transition may be influenced by the sign of $V_{a}$ relative to $\nabla P_{i}$. In the context of the more complete model, the Type I transitions recently observed in TFTR ERS discharges may be explained by a MHD event triggering the transition. Also, this model exhibits oscillatory bursts close to the transition threshold in agreement with recent TFTR observations.

3. Dimensional analysis indicates that (assuming gyro-Bohm transport and constant $T_{i}/T_{e}$) the threshold power for diamagnetic $E_{i}^{-}$-transport bifurcation scales as $P_{\text{crit}} \propto nB^{2}/m_{e}^{2}$, with $\rho^{*} = \text{const}$ across the transition. Self-consistent profile evolution (which introduces non-linear dependence of profile scale lengths) suggests that this prediction be modified to $P_{\text{crit}} \propto nB^{\alpha}$ where $\alpha = 2.2 \pm 0.2$. The change in the exponent is mostly because of the weak change of the electron temperature with the magnetic field.

4. A number of transition and profile control techniques are suggested by these studies. These include transient heating (which exploits hysteresis), rf flow drive, and pellet injection as ways of lowering the transition threshold or controlling it. The $q$-profile modulation is shown as a possible alternative technique to control the barrier and avoid the accumulation of impurities. Many questions pertinent to the enhanced reversed shear confinement still remain unanswered, including:

(1) The role of poloidal rotation in triggering the transition and maintaining the barrier. In particular, the strong electric field characteristics of such plasmas may result...
in breakdown of the magnetic viscosity, thus vitiating the conventional wisdom that poloidal rotation in the core plasma is heavily damped.

(2) The response of the electron transport and the dynamics of electron transport barrier formation. The electron channel appears to behave qualitatively differently from the ion particle and momentum transport channels in several experiments.

These issues will be addressed in a future publication.
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APPENDIX

The transport model used in Sec. IV for the determination of the power threshold is based on two turbulence mechanisms: (1) ion temperature gradient- (ITG-) driven instabilities at the plasma core and (2) resistive ballooning turbulence at the plasma edge. These transport models seem to describe well Tokamak Fusion Test Reactor (TFTR) plasmas.  

Here we use a simplified form of the transport models used in Ref. 37 for the ITG instability. We have taken the toroidal \( \eta \) branch as described in Ref. 38. The explicit form of the linear growth rate is

\[
\gamma_{\eta} = k \rho_s c_s f(S) \left( \frac{a}{R} \right)^{1/2} \left( \frac{a}{L_n} + \frac{a}{L_T} \right)^{1/2} \left( \frac{T_i}{T_e} \right)^{1/2},
\]  

(A1)

where \( L_n = n \left( \frac{dn}{dr} \right)^{-1} \) and \( L_T = T_i \left( \frac{dT_i}{dr} \right)^{-1} \) are the characteristic scale lengths of the density and ion temperature, respectively. The magnetic shear, \( S \), stabilization effect is manifest through the form factor \( f(S) \). The diffusivities expressed in terms of the fluctuation amplitude (\( \epsilon \)) are

\[
\chi_{i\eta} = k \rho_s c_s a \left( \frac{a}{R} \right)^{1/2} \left( \frac{a}{L_n} + \frac{a}{L_T} \right)^{-1/2} \left( \frac{T_i}{T_e} \right)^{1/2} \epsilon^2,
\]

(A2)

\[
\chi_e = D_k = k \rho_s c_s \left( \frac{a^2}{L_n R} \right)^{1/2} \left( 1 + \frac{L_n}{L_T} \right)^{-1/2} \left( \frac{T_i}{T_e} \right)^{1/2} \epsilon^2.
\]

(A3)

The explicit form of the linear growth rate, Eq. (A1), goes into the fluctuation evolution equation, Eq. (17) (see Sect. IV). The fluctuation amplitude resulting from solving this equation is used in calculating the \( \eta \) contribution to the diffusivities in Eqs. (A2) and (A3). The form of the resistive ballooning diffusivity adopted in this calculation is the one given in Ref. 39:

\[
D_{RB} = 2 V \sqrt{2} \pi^2 a^2 \rho_s c_s \left( \frac{R}{\Omega_e} \right)^{1/2} \left( \frac{a}{L_n} + \frac{a}{L_T} \right).
\]

(A4)

Here, \( \nu_e \) is the electron collisionality and \( \Omega_e \) is the electron cyclotron frequency. We had to use a multiplier of the order of 20 to reproduce the TFTR results from Ref. 37. This term only affects the plasma edge and is not dynamically evolved with the fluctuation equation. Therefore, the diffusivities in Eqs. (14)–(16) (see Sect. IV) are

\[
D_n = D_{neo} + D_{RB} + D_{\eta},
\]

(A5)

\[
\chi_i = \chi_{i\eta} + \chi_{i\eta} + D_{RB},
\]

(A6)

\[
\chi_e = \chi_{eneo} + \chi_{\eta} + D_{RB}.
\]

(A7)

In all three diffusivities, the contribution from neoclassical transport has been included. The diffusivity in the fluctuation equation is taken to be a constant.

In this model, the source terms are assumed to have a very simple form. The neutral beam is assumed to be monoenergetic and its radial deposition profile is a Gaussian profile with a width \( W_{SB} \). An edge source term, \( S_{GP} \), is included in the density equation, Eq. (14) (see Sect. IV), as a way to control the density. The form of the ohmic heating term in Eq. (16) (see Sect. IV) is consistent with the assumed \( q \) profile, and the energy transfer term between electrons and ions has the standard form

\[
Q_{ie} = -Q_{ei} = \frac{3 m_e}{m_i} n \nu_e.
\]

(A8)

where \( m_e \) and \( m_i \) are the electron and ion mass, respectively.