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Abstract 

Impacts of intense synoptic storms on Chukchi Sea and Beaufort Sea surface environmental 

conditions are examined, focusing on storms moving into the regions with northward and eastward 

pathways. Both storms alter the prevailing northeasterly wind to southerly and southwesterly wind. 

The storms moving from the East Siberian Sea that follow a west to east route are most active in 

summer and have the longest duration. Increasing southwesterly wind plays a key role in the 

decline of thin sea ice within the warm season. Storms traveling from the relatively warm Pacific 

Ocean into the Arctic over the Bering Strait are more common in winter, and are typically more 

intense than the summer storms that propagate west to east. Downward longwave radiation 

increases considerably with the passage of intense winter storms over the ice-covered Chukchi Sea; 

the sea ice concentration decreases accordingly. 

The impact of different sea ice conditions on Arctic synoptic storm systems in autumn are 

investigated in the North Pacific and Atlantic sectors, based on the ten ensembles of hindcast 

simulations from coupled regional climate model HIRHAM-NAOSIM. In both the Pacific and 

Atlantic sectors, greater transfers of heat and moisture fluxes from the open ocean to the 

atmosphere occur in low sea ice years than in high sea ice years. The largest increase of upward 

heat fluxes and baroclinicity occurs over the Laptev, southern Chukchi and Beaufort Seas in the 

Pacific sector, and over the southern Greenland and Barents Seas in the Atlantic sector. Enhanced 

baroclinity plays a dominant role in the development of intense storm systems. Therefore, storms 

in reduced sea ice years are more intense than in enhanced sea ice years in both Atlantic and Pacific 

sectors. The storm count also increases over locations exhibiting high baroclinicity. Sea ice volume 

anomalies are significantly correlated with synoptic storm counts based on maximum covariance 

analysis (MCA). Leading modes of covariance between sea ice volume and storm count over 
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Pacific and Atlantic sectors are identified respectively. The results are consistent with our findings 

in the composite analysis. In the Pacific sector, the first pattern of the MCA demonstrates that 

increasing storm counts over the Laptev Sea corresponds to decreasing sea ice volume over that 

region. In the Atlantic sector, the decrease of sea ice volume is highly correlated with decreasing 

storm counts over the northern Greenland Sea. 

Connection of storm activity over the North Pacific Ocean with the tropical stratosphere 

quasi-biennial oscillation (QBO) is investigated following a composite analysis of intense storm 

vertical cross sections. An observed stronger potential vorticity anomaly of intense storms is 

associated with the QBO west phase and results in enhanced warm air advection near the surface. 

A warm core structure forms over the east or northeast direction relative to the surface low center, 

which bows the isentropes downward. Upward motion following the isentropes reduces the surface 

low pressure, which in turn, facilitate storms to keep propagating in east and northeast directions. 

Under the QBO east phase, a weak surface warm core forms to the southeast of the storm center, 

resulting in a slow development of the storms, and these storms tend to move southeastward.    
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Chapter 1 Introduction 

The Arctic has experienced significant climate and environmental changes in recent decades, 

including dramatically decreased sea ice cover and considerably increased ocean and air 

temperatures (e.g., Rigor et al., 2000; Polyakov et al., 2003; Comiso et al., 2008; Steele et al., 2008; 

Screen and Simmonds, 2010; Simmonds and Rudeva, 2012). Dramatic decline of the Arctic sea 

ice (Parkinson and Cavalieri 2002; Comiso, 2006; Serreze at al., 2007; Comiso, 2012; Stroeve et 

al., 2012) leads to large open water areas that can result in stronger temperature contrast. Recent 

research has found an intensification of synoptic storm activity over the Arctic Ocean (e.g., Zhang 

et al., 2004; Serreze et al., 2008; Simmond et al., 2008; Woods and Caballero, 2016; Graham et 

al., 2017; Koyama et al., 2017; Rinke et al., 2017; Day and Hodges, 2018). As one outstanding 

example, a superstorm invaded the Beaufort-Chukchi seas in August 2012, contributing to record 

low summer sea ice coverage (Simmonds and Rudeva, 2012). With diminishing sea ice cover and 

more open water, we will likely observe increased frequency and intensity of storms (Inoue et al., 

2012; Zhang, 2013; Vihma, 2014; Akperov et al., 2015), changes in surface wind patterns 

associated with location shift of the major low pressure systems (Danielson et al., 2014), and 

increased surface wind speeds (Ogi et al., 2010; Stegall and Zhang, 2012) and precipitation (Zhang 

et al., 2013). The communities along the coast of Alaska would be subject to the threat of extreme 

weather events caused by intense storms, which increase the potential for coastal erosion and 

flooding (Petrich et al., 2012).  

The spatial resolution of hindcast models ranged from 50 km to 200 km in previous Arctic 

storm studies; such coarse resolution may not resolve mesoscale and sub-mesoscale geometrical 

features of storms. Little research has been undertaken using fine-resolution data to document 

climatological characteristics of storms in the Chukchi and Beaufort Seas and investigate how the 
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storms influence surface climate. The Chukchi-Beaufort High-resolution Atmospheric Reanalysis 

(CBHAR) has horizontal resolutions of 10 km for each hour from 1979 to 2009, which makes it 

possible to analyze high-resolution climatology features of synoptic storms and their influences on 

surface climate and ocean properties (Liu et al., 2013). In this study, we analyzed storms in the 

Chukchi and Beaufort Seas by categorizing them into two groups based on their main propagation 

pathways into the study domain. Then we investigate how the different groups of the storms 

influence the surface climate. The aim of this study is to document climatological features of the 

storms that travel along different pathways and their impact on the surface climate. 

Over the Pan-Arctic domain, sea ice has been declining over the past decades and 

accelerated dramatically in the past few years (Serreze et al., 2007; Comison et al., 2008). The 

high albedo of sea ice can reflect solar radiation back to the space (Simmonds and Keay, 2002; 

Perovich et al., 2007). Without sea ice covering the ocean surface, solar radiation is absorbed by 

the ocean, which in turn causes a higher sea surface temperature and further melts more sea ice. 

Sea ice also serves as an importance boundary between the ocean and the atmosphere (Inoue et al., 

2012). The exchange of heat between the ocean and the atmosphere is strongly moderated by the 

sea ice (Serreze et al., 2016). The warm ocean can provide more energy and moisture for the 

development of cyclones in the high latitude. The large sea ice extent anomaly during summer 

1990 has been linked to a high frequency of cyclone activity over the central Arctic Ocean during 

spring (Serreze et al., 1995). Linkages between sea ice anomalies and a sharp increase since 1989 

in the frequency of cyclones over the central Arctic were also proposed by Maslanik et al. (1996). 

Changes in sea ice thickness of the western Arctic lower boundary indicate an Arctic-wide 

response in the large-scale circulation and seem to have an impact on the troposphere-stratosphere 

coupling (Rinke et al., 2006). Negative Arctic sea ice anomalies are associated with increased heat 
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and moisture fluxes, decreased static stability, increased lower tropospheric moisture, and 

modified baroclinicity, synoptic activity and atmospheric large-scale circulation (Simmond and 

Keay, 2012).  

The Atlantic water inflow through the Fram Strait and the Pacific water inflow through the 

Bering strait are considered as primary oceanic heat source affecting the sea ice variability (Rogers, 

1997; Shimada et al., 2006; Woodgate et al., 2006; Rodionov et al., 2007). The influence of sea 

ice changes in these two sectors may result in different changes in cyclone activity in these regions 

(Serreze, 1995; Rogers, 1997). The storm characteristic in these two regions are also different. The 

response of the large-scale atmospheric circulation to the reduction of sea ice is most significant 

in the cold season (Deser et al., 2010). In winter, more Arctic storms migrate from the Atlantic 

side. It is of interest to know how sea ice change in either Pacific or Atlantic sector will impact the 

storms occurs in that area in winter seasons. Therefore, our study focuses on the influence of sea 

ice change on cyclone activity during winters in the Pacific and Atlantic sectors of the Arctic 

Ocean respectively.  

An increased storm intensity and frequency over the North Pacific result in weather hazards, 

which challenged the offshore environment (Dupre, 1980; Dau et al., 2011; Terenzi et al., 2014), 

coastal community, and landscape (Anderson et al., 2018). Better understand the mechanisms 

controlling the storm track propagation and further predict its long-term variability has an 

important pratical implication. Previous studies show a connection between the stratospheric 

quasi-biennial oscillation (QBO) with tropical cyclone activities (Gray, 1984; Shapiro, 1989; Gray 

et al., 1992; Chan, 1995; Jury et al., 1999). However, the impact of QBO on storms tracks over the 

North Pacific receives less attention. An improved understanding of the physical mechanisms 
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connecting the QBO to the North Pacific storm tracks has the potential to promote seasonal and 

decadal scale forecast ability of the storm track patterns.   

Many studies have revealed connections between the stratospheric variability and 

tropospheric circulation (Baldwin and Dunkerton, 2001; Thompson et al., 2002; Scaife et al., 2014, 

2016; Kidston et al., 2015; Hansen et al., 2017; Tao et al., 2017) and direct connections between 

the QBO and tropospheric processes over tropical and subtropical regions (Giorgetta et al., 1999; 

Collimore et al., 2003; Ho et al., 2009; Liess and Geller, 2012; Garfinkel and Hartmann, 2011a; 

Nie and Sobel, 2015). The impact of the QBO on Northern Hemisphere stratospheric polar vortex 

(PV) has been well known for decades (Holton and Tan, 1980, 1982; Baldwin et al., 2001; Anstey 

and Shepherd, 2014). The variability of the equatorial winds affects the vertical propagation of  

planetary-scale waves from the troposphere via its influence on the stratospheric waveguide in 

winter via refraction or reflection of the waves towards (away from) high latitudes. The PV 

becomes stronger (weaker) when the QBO winds in the lower-mid stratosphere are westerly 

(easterly) phase (Lu et al., 2008, 2014; Anstey and Shepherd, 2008; Christiansen, 2010).   

Mid-latitude storms travels through the North Pacific is an important pathway impact on 

the Arctic climate (Zhang et al., 2004). The phase lock between an upstream upper-level PV 

anomaly and a downstream lower-level PV anomaly has been shown to contribute to storm 

intensification (e.g. Hoskinset al.,1985; Davis and Emanuel, 1991; Rossaet al., 2000; Cavallo and 

Hakim, 2010; Campa and Wernli, 2012; Odellet et al., 2013). In this study, we connect the upper 

level PV anomaly under two QBO phase conditions to surface storm tracks propagation.  
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Chapter 2 Chukchi and Beaufort Seas Storms and Their Impacts on Surface Environmental 

Conditions 

Abstract 

To examine the impacts of storms on Chukchi and Beaufort Seas, we focus on a subset of intense 

storms entering the region either following a northward pathway from the North Pacific Ocean or 

following an eastward track from East Siberia Sea. These storms have distinct origins and 

characteristics, which generate substantial regional variations in surface environmental conditions, 

including sea level pressure, 10-meter surface wind, 2-meter air temperature and sea surface 

temperature, surface downward longwave and shortwave radiations, sensible and latent heat fluxes. 

Using the Chukchi-Beaufort High-Resolution Atmospheric Reanalysis (CBHAR) dataset, we 

compare the composite surface environmental parameters under the influence of storms with their 

climatological values. The results show that storms with west to east route moving into the 

Chukchi and Beaufort Seas are most active in summer, while winter is the preferable season for 

storms moving northward over the Bering Strait. Storms traveling from the relatively warm Pacific 

Ocean into the ice-covered Chukchi and Beaufort Seas in winter are typically stronger than the 

summer storms, with respect to central pressure and wind speed. The strengthened low pressure 

center is accompanied by an intensified Beaufort High, causing significant increase of maximum 

wind speed in between over the Chukchi Sea. Both storms change the prevailing northeasterly 

wind over the Bering Strait to warm and moist southerly and southwesterly wind. Extensive cloud 

coverage associated with the storms has a large impact on the amount of radiation received at the 

surface. Although negative surface downward shortwave radiation anomalies outweigh the 

positive longwave radiation anomalies in summer, surface temperature increase and sea ice 

concentration declines indicating the predominant role the southwesterly wind plays over the thin 
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ice and open water area in warm season. On the other hand, due to lack of daylight in winter, 

downward longwave radiation increases considerably with the passage of intense storms over the 

ice-covered Chukchi Sea and the sea ice concentration decrease accordingly, suggesting the 

limited effect of southwesterly wind over ice-covered surface. 

 

2.1 Introduction 

The Arctic has experienced significant environmental changes, including rapidly decreased sea ice 

cover and considerably increased ocean and air temperatures (e.g., Comison, 2006; Comiso et al., 

2008; Steele et al., 2008; Screen and Simmonds, 2010). Recent research has found an 

intensification of synoptic storm activity over the Arctic Ocean (e.g., Zhang et al., 2004; Serreze 

et al., 2008; Simmond et al., 2008; Woods and Caballero, 2016; Graham et al., 2017). Presence of 

storms can alter the wind pattern, surface temperature and atmospheric heat and moisture transport 

into the Arctic (Screen et al., 2011). The Chukchi and Beaufort seas are home to some of the most 

intense storms in the Arctic. Previous studies show that the storms travel into this region primarily 

from East Siberia Sea (Reed and Kunkel, 1960) and from the North Pacific Ocean (Serreze and 

Barry, 1988; Serreze and Barrett, 2008). As one outstanding example for storms migrating into the 

area from west, a superstorm invaded the Beaufort and Chukchi seas in August 2012 from East 

Siberia Sea, contributing to record low summer sea ice coverage (Simmonds and Rudeva, 2012). 

Pacific origin storms approaching the area near the Bering Strait, which is the gateway from the 

Pacific Ocean to the Arctic Ocean, on a south to north course. They transport warm and moist air 

from the open water to the Chukchi and Beaufort Seas and thus also play a significant role in 

melting sea ice. With little to no sea ice, the coastal communities especially in the Chukchi Sea 

are subject to the threat of extreme weather events and very late formation of landfast ice caused 
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by intense storms. In the Beaufort Sea, strong surface winds driven by storms can result in coastal 

erosion and flooding (Reimnitz and Maurer, 1979). Storms with distinct origins and characteristics 

have different active period over the Chukchi and Beaufort Seas and their strengths vary seasonally, 

which can produce substantial regional changes in surface environmental conditions. 

Climatological statistic of storm activity in the Arctic have been elaborated since the 80s (Serreze 

and Barry 1988, Serreze et al., 1993, Serreze 1995, Serreze 1997, Barry 1998). Little research has 

been undertaken using fine resolution data to document climatological characteristics of storms 

from different source regions and investigate how they influence surface climate in the Chukchi 

and Beaufort Seas. The focus of this study is on the distinct behavior of storms originated outside 

of the Chukchi and Beaufort Seas and moved into the area along two primary pathways: one is 

migrating northward over the Bering Strait and adjacent land area from the North Pacific Ocean 

and the other is moving from the East Siberia Sea into the Chukchi and western Beaufort Seas. We 

document climatological features of the storms travel along different pathways and address the 

question on how they influence the surface environmental conditions. The study is organized as 

follows: data and method are described in Section 2; climatology of storms with different origins 

and moving routes and their distinct impacts on surface variables are present is Section 3; section 

4 discuss and summarizes the results. 

 

2.2 Data and Methods 

This study is based on the 31-yr, 10-km horizontal, 1-hourly Chukchi-Beaufort High-resolution 

Atmospheric Reanalysis (CBHAR) (Liu et al., 2014; Zhang et al., 2013). The Advanced Research 

core of WRF (ARW; Skamarock et al. 2008) is the main tool for generating this reanalysis dataset. 

CBHAR is a three-dimensional observationally constrained and thermodynamically and 
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dynamically consistent gridded hindcast reanalysis. It covers the Chukchi and Beaufort Seas, the 

North Slope of Alaska and the Brooks Range, the western part of the Canadian Yukon and the East 

Siberian Sea. The initial and lateral boundary conditions are from The European Centre for 

Medium-Range Weather Forecasts (ECMWF) Interim Re-Analysis (ERA-I; Dee et al. 2011). The 

high spatial resolution makes it possible to analyze high-resolution climatology features of 

synoptic storms and their influences on surface climate and ocean properties.  

We applied and refined the automatic storm identification and tracking algorithm developed by 

Zhang et al (2004) using 6-hourly sea level pressure (SLP) fields to track the storms. A storm 

center is identified if the SLP at the grid point is lower than all surrounding grid points within a 50 

km radius using the CBHAR data. The minimum SLP gradient between the center of the storm 

and every surrounding grid point must be at least 0.1 hPa per 100 km. Two adjacent storm centers 

appearing at the same time within 500 km of each other are identified as the same storm system 

with the lowest storm center as the center of the combined storm system. The life time of storms 

must be at least 12 hours and each individual storm track must be at least 100 km long. The latter 

criteria eliminate minor disturbances generated by orographic effects. 

Storm intensity, duration and track number have been calculated to study the climatology 

of Chukchi and Beaufort Seas storms. The storm intensity is obtained by calculating the mean 

absolute values of the difference between the central SLP of the storm and the climatological 

monthly mean SLP at the corresponding grid points over the cyclone duration. Intensity of storms 

in the month are averaged to get monthly mean absolute values. The storm track number is the 

count of storms moving in a particular geographical region in a month. The storm duration is the 

length of time between the first appearance of the storm and its subsequent disappearance. The 

average storm duration is obtained by averaging the storm durations within each region. 
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To investigate the characteristics of storms moving into the Chukchi and Beaufort seas 

along different pathways, we categorize all the storms into two groups based on the most frequent 

direction of motions they travel along. The first group of storms generated over west of Chukchi 

Sea move into the region along a west to east route. The second group of storms entered the area 

over the Bering Strait and adjacent land area from the Pacific Ocean migrate on a south to north 

course. Based on this criterion, a total of 85 first group storms and 64 second group storms are 

identified during the 31 years period. The total storm tracks of the two groups are displayed in 

Figure 1. We then performed composite analysis for each group of storm tracks using the CBHAR 

data by adding together the value of surface variable at each time step over each storm lifetime. 

We then sum all the averaged individual field for the two groups of storms respectively and divide 

by total storm track numbers of each storm track type over the years from 1979 to 2009. To study 

the surface climate variability linkage to storms, the composite analysis is performed for sea level 

pressure (SLP), 10-meter surface winds, 2-meter surface air temperatures (SAT), sea surface 

temperature (SST), downward longwave radiation (DWL) and downward shortwave radiation 

(DSR), surface sensible and latent heat fluxes. By performing the composite analysis, the details 

of individual storms are eliminated, leaving only the general features for storm along a specific 

pathway. Through the comparison of the results from composite analysis and surface 

climatological conditions, we highlight the substantial role of storms in modification of surface 

environmental parameters. 
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2.3 Results 

2. 3. 1 Storm track climatology 

Figure 2 shows annual cycle of storm activity for both groups. Group 1 and group 2 stand for 

storms following eastward and northward progression directions into the Chukchi and wester 

Beaufort Seas respectively. With activity peaks in summer, all three parameters, intensity, storm 

track number and duration show a clear seasonal cycle for group 1 storms. Climatologically, Arctic 

storms are not active in summer and it is widely acknowledged that the Arctic storms are typically 

more intense in winter. However, this is not the case for the group 1 storms. One the other hand, 

group 2 storms only display a modest seasonal cycle being most active during winter. Winter has 

the highest group 2 storm frequency, whereas summer has the lowest. The seasonal cycle of the 

group 1 and group 2 storms is out of phase with regard to their activities. To characterize the 

surface climate variability linkage to the most active and intense storms with different origins, we 

choose summer (June, July and August) group 1 storms and winter (December, January and 

February) group 2 storms to investigate the response of surface conditions over the Chukchi and 

western Beaufort Seas. 

2. 3. 2 Composite analysis and comparison with climatological condition 

We conducted a composite analysis of surface climate parameters under the influence of group 1 

storms in summer (JJA) and group 2 storms in winter (DJF) for the 31 years period from 1979 to 

2009 in the Chukchi and western Beaufort region. The surface climate parameters presented here 

are SLP, 10-meter wind, 2-meter surface temperature, SST, and energy budget terms, including 

downward longwave radiation and downward shortwave radiation.  Averages of the parameters 

for summer (June, July and August) and winter were performed for comparison with the 

corresponding composites under the impact of group 1 and group 2 storms. 
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Climatologically, summer has a tendency for weak low-pressure system to be centered over 

the western Beaufort Sea at about 135° longitude and 73° latitude with a minimum SLP of about 

1015 hPa (Figure 3a). In winter, the minimum pressure center locates farther south, south of the 

Bering Strait, with a minimum SLP below 1005 hPa (Figure 3b). Another noticeable feature of the 

winter SLP field is the presence of a high-pressure system over the northern Chukchi Sea and East 

Siberia Sea. Climatologically, the low pressure systems are more intense in winter than in summer 

due to the strong baroclinicity in the cold season. 

Figure 4a shows the composite SLP field under the influence of group 1 storms in summer. 

Figure 4a features a closed low pressure center with a central pressure of about 1003 hPa over the 

East Siberia Sea, which is west of their climatological location. The winter composite SLP based 

on group 2 storms features a dipole pattern with a pronounced low pressure belt extending 

northward over the Bering Strait into the southern Chukchi Sea and a stronger Beaufort High 

(Figure 4b). The strengthened high pressure center is located east of its climatological position and 

the anomalous low pressure center covers a larger area north of the Bering Strait and over the 

adjacent land. Both low and high SLP centers are more intense then the climatological values and 

the isobars are more closely spaced, indicating a steeper pressure gradient between the low and 

high pressure systems in the composite SLP fields, which can cause anomalously strong winds in 

between. 

Comparisons with the surface climatological SLP were undertaken to help diagnose the 

different responses of SLP to the winter group 2 storms. Figure 5 shows the difference between 

the composite and climatological SLP fields for both groups of storms. It is obvious that group 2 

storms in winter make a greater impact on surface SLP. Summer group 1 storms induce moderate 

change of SLP with a decrease of about 5 hPa of central pressure over the East Siberia Sea (Figure 
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5a). When cold seasons storms enter the region, the central low pressure is about 20 hPa lower 

than the climatological value over the Bering Strait and southern Chukchi Sea (Figure 5b).  

Figure 6 shows the climatological 10-meter wind patterns with surface wind vectors 

superimposed on the maps of wind speeds for JJA and DJF. In summer, surface wind speeds are 

much weaker compared to winter. In winter, northeast wind prevails over Chukchi and Beaufort 

Seas with maximum wind speed located over the open water near the coast south of the Bering 

Strait.  

Corresponding composite 10-meter wind patterns of summer group 1storms and winter 

group 2 storms are displayed in Figure 7. The group 1 storms in summer bring southwesterly and 

southernly winds in Chukchi and western Beaufort Seas with a moderate increase of wind speeds 

near the East Siberia Sea coast and decrease of wind speeds over the Beaufort Sea (Figure 7a). 

With the onset of intense group 2 winter storms, there is a dramatic shift of wind directions and 

increase of wind speeds over the central Chukchi Sea (Figure 7b). In contrast to the Climatological 

northerly wind blowing over the Bering Strait, southerly winds dominate and turn anticlockwise 

into strong easterly winds over the central Chukchi Sea. It is obvious that the winter storms can 

reverse the direction of prevailing northerly wind to southerly wind over the Bering Strait. The 

southerly wind can bring warm and moist air into the Arctic. The locations of maximum wind 

speeds shift to the ice-covered central Chukchi Sea and along the coast of East Siberia. The wind 

speed above 10 m s-1 dominates a relatively large area of the Chukchi Sea. The maximum wind 

speed is located northeast of the composite winter group 2 storm center and is significantly 

correlated with the composite SLP pattern mentioned in the previous section. The maximum wind 

speed is related to the steep pressure gradient between the strengthened low pressure systems over 

the southern Chukchi Sea and high pressure systems over the western Beaufort Sea. 
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Wind speeds anomalies and wind vectors difference between the composite and 

climatological 10-meter surface wind fields are shown in Figure 8. There is no pronounced 

increase of wind speed when storms happen in summer but still the wind pattern shift notably over 

Chukchi Sea. Storms make southerly wind dominates over the Bering Strait and southern Chukchi 

Sea during winter even though the wind speed did not change much in those areas. The greatest 

wind speeds anomalies caused by the winter storms are situated in central Chukchi Sea and other 

region of wind speed increase is also found along the northernmost of East Siberian coast. The 

wind speeds in the Beaufort Sea do not change very much in both summer and winter. 

Figure 9 illustrates the climatological summer and winter 2-meter surface air temperature. 

In summer, temperature contrast between open water and the ice-covered ocean is relatively small 

compared to winter, which indicates a stronger baroclinicity in winter. The highest SAT appears 

inland over Alaska in summer while the SAT peaks over northern Bering Sea open water in winter. 

When winter storms travel into the Chukchi Sea over the Bering Strait and adjacent areas, they 

warm the overlying SAT as warm oceanic air from North Pacific is advected northward (Figure 

10). The warm SAT are shown to extend far into the Chukchi Sea reflecting the extensive warming 

effects of the storms in winter. These regions are collocated with regions of reduced SLP caused 

by the winter storms.  

The difference between climatological and composite SAT is shown in Figure 11. Only 

winter storms can cause dramatic warming over Chukchi Sea and adjacent land in Alaska. The 

strong southerly wind is a key factor to this dramatic increase of temperature. The change of SAT 

caused by the summer storms is small with negligible decrease of temperature over northwestern 

Alaska. 
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As is typical for winters during 1979 to 2009 periods, Chukchi Sea is mostly ice-covered. 

When sea ice is present, even intense storms do not cause significant oceanic response. As a result, 

the winter group 2 storms have limited impact on the SST over the ice-covered Chukchi and 

Beaufort Seas and there is no remarkable difference between the climatological and composite 

SST field (Figure 12a). Summer group 1 storms have a stronger impact on SST with maximum 

increase over the Beaufort Sea coastal area and decrease over the southern Chukchi Sea. Both 

locations are ice-free in summer. The SST over and south of the Bering Strait open water area 

decreases slightly as the winter group 2 storms move into the region with magnitude about 0.2°C 

(Figure 12b). The possible process that might be responsible for the cooling is the vertical mixing 

enhanced by strong winds associated with the storms. The increased vertical mixing can induce 

cold water upwelling to the surface (Pickart et al., 2009).  

Intense storms can increase cloudiness and modify the surface downward shortwave 

radiation (DSR) and downward longwave radiations (DLR) (Curry et al., 1996). Extensive cloud 

coverage associated with storms can trap heat emitted by the surface and re-emit part of the energy 

back to the surface causing an increase in DLR, while block and reflect solar radiation from the 

Sun causing a decrease in the DSR (Perovich et al., 2007). In general, positive anomalies of surface 

DSR appear under clear-sky conditions, whereas negative anomalies are associated with cloudy 

conditions. Figure 13a supports the fact that the presence of cloud associated with the summer 

group 1 storms significantly decreases surface DSR. The summer storms also play an opposing 

role of increasing the DLR (Figure 13b). With coincidence in the spatial patterns, a positive DLR 

anomaly is accompanied by a negative DSR. The magnitude of the decreased DSR is much larger 

than that of the increased DLR. Therefore, the DSR cooling effect outweighs the DLR warming 

effect when summer storms are over the region. The relative importance of DSR and DLR 
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anomalies depend on cloud height, thickness and hydrometer type and concentration, which are 

beyond the scope of this study. Due to the absence of solar radiation during winter, incoming 

shortwave radiation is negligible. Figure 14 suggests that in the presence of storms, increase of 

DLR emission from the cloud bottom to the surface dominates the change of surface radiation 

during winter with values as much as 10 times the change of DSR. Hence, the most outstanding 

variation brought by the storms in the surface radiation comes from increase of DLR, which 

enhance the air temperature and warms up the ice surface. 

We conducted composite analysis for surface sensible and latent heat fluxes (positive is 

upward) and compared them with climatological field. As shown in Figure 15, the climatological 

sensible and latent heat fluxes in summer between sea surface and atmosphere are typically small, 

with values less than 10 W m-2. The negative sensible heat flux over northern Chukchi and most 

of Beaufort Seas indicates that the atmosphere transfers heat to the surface (Figure 15a). The 

positive latent heat flux in Figure 15b indicates that heat released by sea ice melting is transferred 

to the atmosphere from the underlying open water. The negative sensible and latent heat flux 

anomalies south of 70° N over the thin ice and open water area collocated with the decrease of 

SST in summer (Figure 16). In winter, the Chukchi and Beaufort Seas are mostly ice-covered and 

the sea ice cover acts like a blanket between the atmosphere and the underlying seas by preventing 

the loss of heat and moisture from the ocean to the atmosphere via sensible and latent heat flux. 

Thus, positive sensible and latent heat fluxes are only shown over the open water areas in both 

climatological and composite fields (Figure 17). Climatologically, the negative sensible heat flux 

over the ice-covered surface of DJF is larger than that of JJA, indicating atmosphere transfers more 

heat to the ice-covered surface in winter. The sensible and latent heat flux slightly decrease but 

still be positive south of the Bering Strait when storms are over the area. Due to the fact that sea 
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ice suppresses vertical exchange of sensible and latent heat between the upper ocean and cold 

atmosphere, no significant difference between the climatology and composite fields are observed 

in the region (Figure 18). 

 

2.4 Conclusion 

The surface environmental conditions, including pressure, 2-meter surface air temperature, 10-

meter surface wind, surface radiations and heat fluxes, over the Chukchi and Beaufort Seas are 

substantially different from climatology of the region with intrusions of intense storms. Storms are 

classified in two groups with respect to the pathways they entering the region. Seasonal onset of 

storms has different impact on the area. Winter storms moving from the North Pacific Ocean over 

the Bering Strait into the Chukchi Sea are typically more intense than the summer storms moving 

from the East Siberia Sea with respect to the values of central low pressure and maximum wind 

speed. Both storm types can strongly affect surface radiation.  

Changes of sea ice concentration are caused by many processes. Winds can promote sea 

ice movement and break up the thin sea ice. Clouds can trap longwave radiation and warm up the 

sea ice surface. Both processes can be affected by the passage of storms. Cloud associated with 

summer storms moving from the East Siberia side following an eastward track decreases the 

absorption of solar radiation and have limited warming effect on the surface as the decreases of 

the surface downward solar radiation outweighs the increase of the surface downward longwave 

radiation. However, the decrease of the surface air temperature is not noticeable. The sea ice 

concentration declines in the southern Chukchi and Beaufort Seas, despite the cooling effect of the 

negative anomalies of the downward shortwave radiation (Figure 21). As shown in Figure 19b, the 

decrease of sea ice concentration mostly happens over thin ice, which is more easily disrupted by 
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winds. Thus, we attribute the sea ice decline to the unusually strong and warm southwesterly winds 

induced by the summer storms.  

When storms enter from the south into the Chukchi and Beaufort Seas in winter, the 

increase of surface downward longwave radiation dominates over a much larger area over the 

Chukchi Sea causing a higher surface air temperature. There is a coincidence of the spatial patterns 

of the increase of the surface downward longwave radiation and surface air temperature. The 

increase of southerly wind locates mostly south of 70°N and the area under the influence of this 

warm and moist air is much smaller than the area affected by the increase of downward longwave 

radiation from the cloud. Our hypothesis is that the cloud radiative effect of the winter storms plays 

a more dominant role than the southerly winds with respect to the increase of the surface air 

temperature and also the decrease of the sea ice in the Chukchi Sea (Figure 22). We conclude that 

storm induced downward longwave radiation increase causes sea ice decline over the ice-covered 

southern Chukchi Seas in winter, while strong wind powered by the intense summer storms 

attribute to the decrease of sea ice over the thin ice area. Our hypothesis is that as the sea ice cover 

keeps retreating to the north in recent years over the Bering Strait and southern Chukchi Sea in 

winter, the strong southerly wind associated with the intense storms from the North Pacific would 

play a comparable role as the radiative effect in enhancing the air temperature and accelerating the 

melting of sea ice in the future.  
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Figures 

 

(a) 

 

 

(b) 

Figure 1. Storm tracks patterns (a) A total of 85 group 1 storm tracks following eastward and (b) 
a total of 64 group 2 storm tracks following northward pathway into the Chukchi and Beaufort 

Seas over the periods from 1979 to 2009. 
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  (a) 

 

 (b) 

 

(c) 

Figure 2. Storm climatology. Annual cycle of storm (a) intensity, (b) count and (c) duration for 
group 1 and group 2 storms. 
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(a) 

 

(b) 

Figure 3. Climatological mean SLP (hPa) in (a) JJA and (b) DJF 
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(a) 

 

(b) 

Figure 4. Composite of SLP (hPa) with the presence of (a) group 1 storms in JJA and (b) group 2 
storms in DJF  
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(a) 

 

(b) 

Figure 5. Difference between the composite and climatological mean SLP (a) JJA and (b) DJF 
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(a) 

 

(b) 

Figure 6. Climatological 10-meter surface wind speed and wind direction (a) JJA and (b) DJF. 
wind speed (shading, m s-1) and wind direction (vectors). 
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(a) 

 

(b) 

Figure 7. Composite 10-meter surface wind speed and wind direction with the presence of (a) 
group 1 storms in JJA and (b) group 2 storms in DJF 
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(a) 

 

(b) 

Figure 8. Difference between the composite and climatological 10-meter wind speed and wind 
direction (a) JJA and (b) DJF 
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(a) 

 

(b) 

Figure 9. Climatological mean 2-meter surface air temperature (a) JJA and (b) DJF 
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(a) 

 

(b) 

Figure 10. Composite 2-meter surface air temperature (a) group 1 storms in JJA and (b) group 2 
storms in DJF 
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(a) 

 

 

(b) 

Figure 11. Difference between the composite and climatological 2-meter surface air temperature 
for (a) group 1 and (b) group 2 storms 
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(a) 

 

(b) 

Figure 12. Difference between the composite and climatological SST (a) JJA and (b) DJF 
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(a) 

 

(b) 

Figure 13. Difference between the composite and climatological downward (a) shortwave 
radiation and (b) longwave radiation in JJA 
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(a) 

 

(b) 

Figure 14. Difference between the composite and climatological downward (a) shortwave 
radiation and (b) longwave radiation in DJF 
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(a)                                                                       (b) 

                                              

 
(c)                                                                      (d) 

 
Figure 15. Climatological surface (a) sensible and (b) latent heat flux and composite surface (c) 
sensible and (d) latent heat flux in JJA (w m-2) 
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(a) 

 
(b) 

Figure 16. Difference between composite and climatological surface (a) sensible and (b) latent 

heat fluxes (w m-2) in JJA 
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(a)                                                                      (b) 

 
(c)                                                                     (d) 

 
Figure 17. Climatological surface (a) sensible and (b) latent heat fluxes in JJA and Composite 
surface (c) sensible and (d) latent heat fluxes in DJF (w m-2) 
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(a) 

 
(b) 

Figure 18. Difference between composite and climatological surface (a) sensible and (b) latent 

heat fluxes (w m-2) in DJF 
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(a) 

 

(b) 

Figure 19. Climatological (a) sea ice concentration (%) and (b) sea ice thickness (m) in JJA 
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(a) 

 

(b) 

Figure 20. Climatological (a) sea ice concentration (%) and (b) sea ice thickness (m) in DJF 
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(a) 

 

(b) 

Figure 21. Difference between composite and climatological (a) sea ice concentration (%) and 
(b) sea ice thickness (m) in JJA 
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(a) 

 

(b) 

Figure 22. Difference between composite and climatological (a) sea ice concentration (%) and 
(b) sea ice thickness (m) in DJF 

 



 53 

Chapter 3 The Influence of Arctic Sea Ice on Arctic Storm Activity 

Abstract 

The impact of the low and high sea ice volume to Arctic atmosphere conditions and synoptic storm 

systems in autumn are investigated based on the coupled regional climate model HIRHAM-

NAOSIM. Ten ensembles of hindcast simulations from 1979 to 2014 are used to study the 

atmosphere with high and low sea ice volume conditions in the Pacific and Atlantic sectors 

respectively. The composite analysis results indicate that in the autumn of there is more transfer 

of heat and moisture fluxes from the open ocean to the atmosphere in the low sea ice years than in 

the high sea ice years in both the Pacific and Atlantic sectors. The largest increase of upward heat 

fluxes are over the Laptev, southern Chukchi and Beaufort Seas over the Pacific sector and over 

the southern Greenland and Barents Seas over the Atlantic sectors. The increased heat fluxes bring 

energy to warm the near surface atmosphere. The warmer surface temperature then reduces 

atmospheric stability and leads to enhanced baroclinicity and development of synoptic scale storms.  

The maximum increase of baroclinicity is over Laptev Sea and Beaufort Sea in the Pacific sector 

and over Greenland Sea and Barents Sea in the Atlantic sector, which are the locations with largest 

sea ice decreases. Enhanced baroclinity play a dominant role in the development of intense storm 

systems. In both sectors, storms in the low sea ice years are more intense than in high sea ice years. 

More storms occur around the locations where baroclinicity in the low sea ice years. From the 

MCA analysis, it is shown that sea ice volume anomalies are significantly correlated with synoptic 

storm counts. Leading modes of covariance between sea ice volume and storm count over Pacific 

and Atlantic sectors are identified respectively. The results are consistent with our findings in the 

composite analysis. The first pattern of the MCA in the Pacific sector shows increase of storm 
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count over the Laptev Sea corresponds to decrease of sea ice volume over that region. The decrease 

of sea ice volume is associated with decrease of storm count over the northern Greenland Sea. 

 

3.1 Introduction 

Arctic sea ice plays an important role in the global climate system and serves as an important 

insulation between the ocean and the atmosphere (Comiso, 2006). The exchange of heat and 

moisture between the ocean and the atmosphere is strongly moderated by the sea ice. In recent 

decades, sea ice is experiencing dramatically decreases (Comiso et al., 2008; Screen and 

Simmonds, 2010). The decline of sea ice in the Arctic Ocean has allowed the absorption of more 

solar radiation and hence more warming of the ocean surface (Steele et al. 2008). Negative Arctic 

sea ice anomalies are associated with increased transfer of heat and moisture from the ocean to the 

atmosphere. The warm ocean can provide more energy and moisture for the development of 

baroclinic instability and synoptic storms in the high latitude (Rudeva and Gulev, 2011). The large 

sea ice extent anomaly during summer 1990 has been linked to a high frequency of cyclone activity 

over the central Arctic Ocean during spring (Serreze et al., 1995). Linkages between sea ice 

anomalies and a sharp increase since 1989 in the frequency of cyclones over the central Arctic 

were also proposed by Maslanik et al. (1996). 

In the background of quasi-geostrophic framework, Eady (1949) and Charney (1947) 

developed the linear theories of baroclinic instability that small-amplitude disturbances on an 

initially uniform, vertically sheared flow can amplify and make the flow unstable. The basic flow 

provides the energy for the disturbances to grow. From the thermal wind balance, the vertical shear 

of the zonal wind is proportional to the temperature gradient, which is proportional to the available 

potential energy. The disturbances convert the available potential energy from the basic flow to 
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kinetic energy. Large temperature gradient exits near the marginal zone between sea ice and open 

ocean and serves as the major source of synoptic scale storm development in the transition season 

(Inoue et al., 2011). The Atlantic water inflow through the Fram Strait and the Pacific water inflow 

through the Bering strait are considered as primary oceanic heat source affecting the sea ice 

variability. The influence of sea ice changes in these two sectors may result in different changes 

in storm activity in these regions. The storm characteristic in these two regions are also different. 

It is of interest to know how sea ice change in both Pacific and Atlantic sectors impact the storms 

occurs in that area. The emphasis of this study is on the variability of storm activity generated 

under low and high sea ice conditions in Atlantic and Pacific sectors. The goal is to establish an 

ice-storm relationship on the seasonal scale. Section 2 describes the data sets and method used in 

the study. Section 3 presents the results from the composite and statistical analysis. Section 4 

summaries the study. 

3.2 Data and methods 

3.2.1 Data 

Ten ensemble hindcast simulations from the coupled Arctic regional climate model HIRHAM-

NAOSIM (Dethloff et al., 1996, Karcher at al., 2003; Kauker et al., 2003; Rinke et al., 2013) 

covering the pan-Arctic domain are used for this study. The horizontal resolution is 50 km in the 

atmosphere (HIRHAM) and 25 km in the ocean (NAOSIM). We use simulated monthly sea ice 

concentration and sea ice thickness data from the NAOSIM dataset to calculate total autumn 

(September to November) sea ice volume in the North Pacific domain (85°-70°N, 120°E-120°W) 

and Atlantic domain (85°-65°N, 100°E-30°W) respectively for each year of the time period 1979-

2014 for each ensemble member. Low and high sea ice volume years are selected for both Pacific 

and Atlantic sectors. Years with sea ice volume anomaly smaller/larger than one standard deviation 
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is referred to as low and high sea ice years (Figure 23). Composite analysis of sea ice, heat flux, 

surface wind, temperature and SLP were performed based on high and low sea ice years. 

Differences in the composite data between high and low sea ice years are investigated for 

significance using a Student’s t-test with 90% confidence level. The potential uncertainty of the 

total storm counts caused by the lateral boundary conditions in the ten ensemble runs is examined 

by calculating the mean standard deviation from the ten ensembles based on the total storm counts 

from 1979 to 2014. The mean standard deviation for the storm count is 34.5, which is small 

compared to the total storm count. 

3.2.2 Methods 

We apply and refined the storm identification and tracking algorithm (Zhang et al., 2004) using 6-

hourly sea level pressure (SLP) from HIRHAM dataset. Low SLP center is identified if the SLP 

at the grid point is lower than all surrounding grid points within a 100 km radius. The minimum 

SLP gradient between the center of the storm and every surrounding grid point must be at least 0.1 

hPa per 100 km. Two adjacent storm centers appearing at the same time within 500 km of each 

other are identified as the same storm system with the lowest storm center as the center of the 

combined storm system. The life time of storms identified must be at least 12 hours and each 

individual storm track must be at least 100 km long. The latter criteria eliminate minor disturbances 

generated by orographic and local heating effects.  

Storm intensity and storm count are both investigated in this study. Storm intensity is 

obtained by calculating the mean values of the difference between the central SLP of the storm 

and the climatological monthly mean SLP at the corresponding grid points over the storm life time. 

Intensity of storms in the month are averaged to get monthly mean intensity values. Storm count 

is defined as the sum of storm low centers in each 100 km by 100 km grid cells over all ten 
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ensembles in order to increase the sample size for the study. When the storm tracks are passing the 

boundaries of either the Pacific or the Atlantic sector, instead of taking all the low centers from 

the whole storm track, only the low centers in the prescribed domain are counted. 

We apply the probability distribution functions (PDFs) to storm intensity in both low and 

high sea ice years. A total of 2838 storms of low sea ice years and 2974 storms of high sea ice 

years from all ten ensembles in autumn were studied in Pacific sector and a total of 2630 storms 

of low sea ice years and 2869 storms of high sea ice years were studied in Atlantic sectors. 

Maximum correlation analysis (MCA) using singular value decomposition (SVD; see Appendix 

for details) is conducted to find optimal patterns which explain a maximum fraction of the 

covariance between averaged autumn sea ice volume and storm count distribution over the time 

period 1979 to 2014 for the Pacific and Atlantic sectors respectively. The first mode from the MCA 

analysis is examined in this study. The relative importance of the first mode is determined by the 

fraction of the total covariance explained by the first mode. More details about the SVD technique 

can be found in Bretherton et al. (1992), Wallace et al. (1992), von Storch and Navarra (1995). 

3.3 Results 

3.3.1 Composite analysis of low and high sea ice years 

Composite sea ice volume in autumn for low and high sea ice years are shown in Figure 24. Over 

the Pacific sector, sea ice retreats to the northeast part of the Beaufort Sea in low sea ice years 

while large amount of sea ice covers most of Chukchi and Beaufort and part of East Siberia Sea in 

the high sea ice years. In high sea ice years over the Atlantic sector, high sea ice volume covers 

northern Greenland Sea and Barents Sea. The composite difference is calculated using values in 

low sea ice years minus values in high sea ice years. The largest decrease of sea ice volume is over 
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southern East Siberia, Chukchi and Beaufort Seas in the Pacific sector and over the northern 

Greenland Sea over the Atlantic sector.  

The most direct impact of sea ice on the atmosphere is through changes in surface latent 

and sensible heat fluxes transfer. The total of sensible and latent heat flux for low and high sea ice 

years and their difference are shown in Figure 25. Negative values stand for upward heat flux in 

this study. In low sea ice years over the Pacific sector (Figure 25a), there is a lot of upward heat 

fluxes over open water and the marginal zones, indicating a warmer ocean and cold atmosphere in 

autumn. In high sea ice years (Figure 25c and 25d), as sea ice covers most East Siberia, Chukchi 

and Beaufort Seas, the upward heat flux region shrinks to southern Laptev Sea and coastal area in 

northern Alaska. Therefore, enhanced upward heat fluxes occur mostly over East Siberia, southern 

Chukchi and Beaufort Seas. In Atlantic sector, the largest enhanced upward heat fluxes over the 

Greenland Sea (Figure 25f). The increase of upward heat fluxes leads to warmer surface 

temperature over the regions and therefore lower static stability. We hypotheses that this 

modification would modify the degree of baroclinicity, which relates to synoptic storm activity. 

The Eady growth rate (Eady, 1949), the growth rate of baroclinic eddies, assesses the baroclinic 

instability through the vertical gradient in horizonal wind shear in the midlatitude troposphere. 

Following Hoskins and Valdes (1990), the Eady growth rate is 

0.31
𝑓
𝑁 (
𝑑𝑈
𝑑𝑧( 

𝑓 is the Coriolis parameter, 𝑁 is the Brunt-Vaisala frequency, ,-
,.

 is the vertical wind shear of the 

horizontal wind. We calculated the Eady growth rate (day-1) at 750 hPa for both low and high sea 

ice years to quantitatively assess the growth rate of baroclinic storm systems. Figure 26a shows 

that the Eady growth rate increases when sea ice volume is lower over East Siberia, northern 
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Chukchi and Beaufort Seas in the Pacific sector. Over Greenland, Barents and Kara Sea in the 

Atlantic sector, the Eday growth rate also increases with a larger magnitude (Figure 26b).  

The results indicate an increase of baroclinity over those regions and therefore more 

synoptic storm activity in low sea ice years in both Pacific and Atlantic region are expected. The 

largest increase of baroclinicity tends to occur over the marginal area between sea ice and open 

ocean as sea ice retreats. The hypothesis is that the consequences of the increase of baroclinicity 

would be more storms over Laptev, East Siberia, northern Chukchi and Beaufort Seas in low sea 

ice years. Figure 27 shows the storm count spatial distribution composite differences between low 

and high sea ice years for Pacific and Atlantic sectors for autumn months. It is clearly shown that 

the storm count increase pattern is similar to the Eady growth rate increase pattern over the Pacific 

and Atlantic sectors. Storm activity increases the most over Greenland Sea in low sea ice years 

(Figure 27b). This result is consistent with the previous research work from Inoue et al. (2012) 

stating that lower baroclinicity over the Barents Seas during the low sea ice years could lead to 

fewer storms activities. Moderate increases of storm activity appear over Kara and Barents Seas. 

The SLP responses also support our finding as shown in Figure 28. There is significant decrease 

of SLP over the East Siberia Sea, where more storms occur in the Pacific sector (Figure 28a). 

However, the region with largest decrease of SLP over the Kara Sea only corresponds to regions 

with moderate storm increases (Figure 28b). 

 

3.4 Statistical analysis 

To examine the impact of low and high sea ice conditions on the intensity of storms over the Pacific 

and Atlantic sectors, probability density functions (PDFs) of storm intensity was applied to exhibit 

different storm intensity in low and high sea ice years (Figure 29). Storms in September, November 
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and December are identified and storm intensity are calculated for low and high sea ice years in 

the Pacific and Atlantic sectors respectively. Storm from all ten ensembles are used to increase the 

sample size. Storm intensity is characterized by a normal distribution and is the shape is similar in 

both low and high sea ice years. In low sea ice years, Atlantic storms tends to be more intense than 

Pacific storms. Intensity of maximum frequency is slightly higher in low sea ice years than in high 

ice years over both Pacific and Atlantic sector. The peak frequencies show a decrease over the 

Pacific and an increase over the Atlantic in the low sea ice years, causing the peak frequencies of 

storm intensity higher in the high sea ice years over the Pacific and higher in the low sea ice years 

over the Atlantic. This result supports our finding that enhanced baroclinicity and more intense 

storms prevail in low sea ice years. 

Maximum covariance analysis (MCA) is applied to the simulated monthly autumn sea ice 

volume and storm count over the Pacific and Atlantic sectors respectively to study the coupling 

between the two fields. The MCA analysis covers the whole time period from 1979 to 2014 (Figure 

30). There is a sea ice dipole in the first MCA patterns over the Pacific sector. The sea ice decrease 

over the Laptev and East Siberia Sea is accompanied by an increase of storm count over the Laptev 

Sea. The first MCA patterns over the Pacific sector explain 45% of the squared covariance. The 

results are similar to our previous findings in the composite analysis. In the Atlantic sector, areas 

with negative sea ice volume anomalies appear to coincide with positive storm count anomalies. 

The first MCA patterns explain a large portion (63%) of the squared covariance over the Atlantic 

sector.  
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3.5 Summary 

The impact of autumn low and high sea ice volumes on Arctic synoptic storm activity are examined 

in this study using coupled Arctic regional climate model HIRHAM-NAOSIM data from 1979 to 

2014. The storm count varies greatly over both Atlantic and Pacific sectors under different sea ice 

conditions. More intense storms powered by enhanced baroclinicity tend to occur near marginal 

zone in low sea ice years. To check the change of baroclinicity under different sea ice conditions, 

we calculated the Eady growth rate. The spatial distribution of positive storm count anomalies is 

in good agreement with negative SLP anomalies and positive Eady growth rate anomalies. The 

storm activity is weaker in high sea ice years. Storm count is significantly affected by the sea ice 

changes in both Pacific and Atlantic sectors. The locations where storm count increase response 

to sea ice decline the most are also identified in the MCA analysis. The coupled sea ice and storm 

count patterns are consistent with the results from the composite analysis. Storms count increases 

most over Laptev Sea, Barents Sea and over the northern Greenland Sea during autumn in the 

pacific and Atlantic sectors respectively, which are also the locations with significant sea ice 

decline. The first coupled mode in the Atlantic sector represents that negative sea ice volume 

anomalies are accompanied by positive storm count anomalies. The sea ice and storm coupling in 

the Pacific sector is weaker than that found in the Atlantic sector. Overall, the atmospheric 

feedback depends strongly on where the highest Eady growth rate are located and where the sea 

ice decreases the most. 
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Appendix 

Maximum Correlation Analysis (MCA) using Singular Value Decomposition (SVD) 

Maximum Correlation Analysis (MCA) is used to find patterns in two space-time datasets which 

explain a maximum fraction of the covariance between them to study the coupling between the 

two fields (i.e. sea ice volume field and storm count spatial distribution field). 

In this study, we consider two data matrices with same time dimension (36 years from 1979 to 

2014) and different spatial dimensions (storm count is calculated based on the HIRHAM 100×110 

grids domain; sea ice volume is calculated from the NAOSIM 284×163 grids domain).  

One matrix 𝑋12  is sea ice volume in the NAOSIM domain, with 𝑛 stands for total grid points 

number of sea ice (spatial dimension) and 𝑖 is the time dimension. 

𝑋12 = 𝑋(𝑖) = 𝑋8(𝑖), 𝑋:(𝑖),… , 𝑋18(𝑖) 

The other matrix 𝑌=2 is storm count in the HIRHAM domain, with 𝑚 stands for total grid points 

number of storm count (spatial dimension) and 𝑖 is the time dimension. 

𝑌=2 = 𝑌(𝑖) = 𝑌8(𝑖), 𝑌:(𝑖),… , 𝑌=8(𝑖) 

𝑛 and 𝑚 are respectively the number of 𝑋 and 𝑌 measurements at each time. The time dimension 

is the same for 𝑋12 and 𝑌=2 𝑖 = 1, 2, … ,𝑁. 

                                                                 𝑡𝑖𝑚𝑒:	1 → 𝑁 
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𝑛 × 𝑁:	𝑋 = E
𝑋8(1) ⋯ 𝑋8(𝑁)
⋮ ⋱ ⋮

𝑋1(1) ⋯ 𝑋1(𝑁)
I 	𝑠𝑝𝑎𝑐𝑒:

1
↓
𝑛

 

 

                                                                 𝑡𝑖𝑚𝑒: 1 → 𝑁 

𝑚 ×𝑁:	𝑌 =

⎣
⎢
⎢
⎢
⎡
𝑌8(1) ⋯ 𝑌8(𝑁)
⋮
⋮
⋮

⋱
⋮
⋮
⋮

𝑌=(1) ⋯ 𝑌=(𝑁)⎦
⎥
⎥
⎥
⎤
	𝑠𝑝𝑎𝑐𝑒:

1
↓
𝑚

 

Both 𝑋 and 𝑌 need to detrend by removing the least squares linear trend. 

The mathematical procedure to solve the MCA problem is by using SVD on the covariance 

matrix 𝐶VW formed from the input data matrices 𝑋 and 𝑌. First, we calculate the 𝑛 × 𝑚 cross-

covariance matrix 𝐶VW (of dimension 𝑛 by 𝑚) of the two data sets 𝑋 and 𝑌.  

𝐶VW = 𝑐𝑜𝑣(𝑋, 𝑌) 

                                             𝑋: 𝑛 × 𝑁                        𝑌Z:𝑁 × 𝑚 

=
1
𝑁
E
𝑋8(1) ⋯ 𝑋8(𝑁)
⋮ ⋱ ⋮

𝑋1(1) ⋯ 𝑋1(𝑁)
I E
𝑌8(1) ⋯⋯⋯ 𝑌=(1)
⋮ ⋱ ⋮

𝑌8(𝑁) ⋯⋯⋯ 𝑌=(𝑁)
I =

1
𝑁 𝑋𝑌

Z 

= [
𝑐𝑜𝑣(𝑋8, 𝑌8) 𝑐𝑜𝑣(𝑋8, 𝑌\) 𝑐𝑜𝑣(𝑋8, 𝑌=)
𝑐𝑜𝑣(𝑋\, 𝑌8) 𝑐𝑜𝑣(𝑋\, 𝑌\) ⋮
𝑐𝑜𝑣(𝑋1, 𝑌8) ⋯ 𝑐𝑜𝑣(𝑋1, 𝑌=)

] 

Then MCA seeks patterns that maximize the covariance. Next, we need to find pairs of mutually 

orthogonal patterns (singular vectors) to maximize the covariance, 𝑈 and 𝑉,  

𝐶VW = 𝑈Σ𝑉Z 

Let 𝑢 be an arbitrary unit column 𝑛-vector representing a pattern in the 𝑋 matrix and 𝑣  be an 

arbitrary unit column 𝑚-vector representing a pattern in the 𝑌 matrix. 𝑢 are the columns of the 

𝑛 × 𝑛 matrix 𝑈 and the 𝑣 are the columns of the 𝑚 ×𝑚 matrix 𝑉. The column space 𝑈 gives us 
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the structure vectors of X and the column space 𝑉 gives us the structure vectors of 𝑌 that optimally 

explain the covariance between the two fields 𝑋 and 𝑌. Each pair of singular vectors is a mode of 

covriability between the two fields 𝑋 and 𝑌. 

Now we have 𝑢8,… , 𝑢\  is an orthonormal basis for the column space. 𝑢\a8, … , 𝑢1  is an 

orthonormal basis for the left nullspace 𝑁(𝐶VWZ). 𝑣8,… , 𝑣\ is an orthonormal basis for the row 

space. 𝑣\a8, … , 𝑣1 is an orthonormal basis for the nullspace 𝑁(𝐶VW). The covariance matrix 𝐶VW 

can be diagonalized by these basis vectors. 

𝐶VW = 𝑈Σ𝑉Z = 𝑢8𝜎8𝑣8Z + ⋯+ 𝑢\𝜎\𝑣\Z 

𝑢8 and 𝑣8 are the structures in 𝑋 and 𝑌 that vary together and are parallel to the strongest part of 

the covariance. 𝑢: and 𝑣: also vary together and they explain the next strongest covariability. Each 

of them is orthogonal to the previous corresponding vector. The singular vectors are 

nondimensional. There are 𝑟 singular values, denoted by 𝜎8, … , 𝜎\. SVD analysis maximizes the 

fraction of the squared covariance explained by the leading modes.  

We now only consider the first mode for simplicity. If singular vectors 𝑢8 explains the largest 

covariability in the covariance matrix, then the resemblance between 𝑢8 and 𝑋 at a given time step 

𝑖 can be quantified as the projection of data 𝑋(𝑖) onto singular vector 𝑢8.  

At time step 𝑖 = 0, the projection of the original data 𝑋 on to the singular vector 𝑢8 is  

𝑋(0)Z ∙ 𝑢8 

At time step 𝑖 = 1, the projection of the original data 𝑋 on to the singular vector 𝑢8 is 

𝑋(1)Z ∙ 𝑢8 

At time step 𝑖 = 𝑖, the projection of the original data 𝑋 on to the singular vector 𝑢8 is 

𝑋(𝑖)Z ∙ 𝑢8 

Therefore, the time series of the pattern associated with the first SVD mode 𝑢8, is  
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𝑎8(𝑖) = 𝑋(0)Z ∙ 𝑢8, 	𝑋(1)Z ∙ 𝑢8, … , 𝑋(𝑖)Z ∙ 𝑢8 

This time series describes the temporal evolution of the projection of original data on the first 

mode 𝑢8. 

Similarly, if singular vectors 𝑣8 explains the largest covariability in the covariance matrix, then 

the resemblance between 𝑣8 and 𝑌 at a given time step 𝑖 can be quantified as the projection of data 

𝑌(𝑖) onto singular vector 𝑣8.  

At time step 𝑖 = 0, the projection of the original data 𝑌 on to the singular vector 𝑣8 is  

𝑌(0)Z ∙ 𝑣8 

At time step 𝑖 = 1, the projection of the original data 𝑌 on to the singular vector 𝑣8 is 

𝑌(1)Z ∙ 𝑣8 

At time step 𝑖 = 𝑖, the projection of the original data 𝑌 on to the singular vector 𝑣8 is 

𝑌(𝑖)Z ∙ 𝑣8 

Therefore, the time series of the pattern associated with the first SVD mode 𝑣8, is  

𝑏8(𝑖) = 𝑌(0)Z ∙ 𝑣8, 	𝑌(1)Z ∙ 𝑣8,… , 𝑌(𝑖)Z ∙ 𝑣8 

The time series describe the temporal evolution of the projection of original data on the first 

mode 𝑣8. 

For the first mode, we have time series  

𝑎8(𝑖) = 𝑋(0)Z ∙ 𝑢8, 	𝑋(1)Z ∙ 𝑢8, … , 𝑋(𝑖)Z ∙ 𝑢8 

𝑏8(𝑖) = 𝑌(0)Z ∙ 𝑣8, 	𝑌(1)Z ∙ 𝑣8,… , 𝑌(𝑖)Z ∙ 𝑣8 

For the second mode, we have time series  

𝑎:(𝑖) = 𝑋(0)Z ∙ 𝑢:, 	𝑋(1)Z ∙ 𝑢:, … , 𝑋(𝑖)Z ∙ 𝑢: 

𝑏:(𝑖) = 𝑌(0)Z ∙ 𝑣:, 	𝑌(1)Z ∙ 𝑣:, … , 𝑌(𝑖)Z ∙ 𝑣: 

Similarly, for the 𝑖 mode, we have time series  
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𝑎\(𝑖) = 𝑋(0)Z ∙ 𝑢\, 	𝑋(1)Z ∙ 𝑢\,… , 𝑋(𝑖)Z ∙ 𝑢\ 

𝑏\(𝑖) = 𝑌(0)Z ∙ 𝑣\, 	𝑌(1)Z ∙ 𝑣\, … , 𝑌(𝑖)Z ∙ 𝑣\  

𝑎\(𝑖) is left coefficients, also called left SVD scores and 𝑏\(𝑖) is right coefficient, also called right 

SVD scores. 𝑎\(𝑖) and 𝑏\(𝑖) have the same units as the corresponding original data sets 𝑋 and 𝑌. 

We projected the original data sets	𝑋(𝑖) and 𝑌(𝑖) on to the singular vectors 𝑢8 and 𝑣8 to find the 

corresponding paired expansion coefficients (time series that describe the temporal evolution of 

the first mode). 
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Figure 23. Time series of simulated autumn sea ice volume anomalies. The red line represents 

the ensemble mean and the ten black lines represent the ensembles. The dash lines are one 

standard deviation lines 
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Figure 24. Composite autumn sea ice volume for Pacific and Atlantic sectors in low (a, b) and 

high (c, d) sea ice volume years. (e, f) are the composite difference between low and high sea ice 

volume years 
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Figure 25. Composite autumn total sensible and latent heat flux for Pacific and Atlantic sectors 

in low (a, b) and high (c, d) sea ice volume years. (e, f) are the composite difference between low 

and high sea ice volume years 
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Figure 26. The Eady growth rate composite differences between low and high sea ice years for (a) 

Pacific and (b) Atlantic sectors for autumn averaged over ten ensembles 

 
 
Figure 27. Storm count spatial distribution composite differences between low and high sea ice 

years for (a) Pacific and (b) Atlantic sectors for autumn averaged over ten ensembles 



 73 

 

 
 
Figure 28. SLP composite differences between low and high sea ice years for (a) Pacific and (b) 

Atlantic sectors for autumn averaged over ten ensembles 

 
 

Figure 29. Probability density functions (PDFs) of the autumn storm intensity for Pacific and 

Atlantic sectors. The red (blue) lines represent storm intensity in low (high) sea ice years 
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Figure 30. The first pair of coupled patterns in Pacific sector (a, c) and Atlantic sector (b, d) from 

the maximum covariance analysis (MCA) of sea ice volume and storm count in autumn in. 

Upper row represents the sea ice volume anomalies and lower row represents 
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Chapter 4 Influence of stratospheric quasi-biennial oscillation on storm track variability over the 

North Pacific 

Abstract 

A possible mechanism for causing poleward-moving storm tracks to shift over the North Pacific 

Ocean under the influence of stratosphere quasi-biennial oscillation (QBO) is examined by 

performing a composite analysis of detailed vertical structure of the storms. During the QBO west 

phase, storms extend into higher latitudes and extend farther into the Arctic compared to storms in 

the QBO east phase. QBO west phase storms also tend to travel longer distances meridionally. 

Detailed vertical atmospheric structure of the storms from the composite analysis shows that a 

stronger potential vorticity (PV) anomaly associates with the QBO west phase, and this can 

produce enhanced warm air advection near the surface. A warm core structure at the surface can 

form east and northeast of storm’s surface low pressure center. Isentropes bow downward as a 

result. Upward motion following the isentropes reduces the surface low pressure, which in turn 

facilitates propagation of storms to the east and northeast. Under the QBO east phase, there is a 

weak surface warm core southeast of the storm low pressure center.  The development of these 

storms is relatively slow and they tend to move southeastward.    

 

4.1 Introduction 

The quasi biennial oscillation (QBO) is a periodic phenomenon in the equatorial stratosphere. The 

zonally symmetric westerly and easterly winds alternate with a period of about 26 to 28 months. 

The QBO phases are classified based on the zonal mean equatorial wind at stratosphere. The QBO 
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west phase is defined as the years when the mean wind exceeds 10 meter per second and the QBO 

east phase is defined as the years when the mean wind is less than -10 meter per second.  

Previous studies show a connection between the stratospheric quasi-biennial oscillation (QBO) 

with tropical cyclone activities (Gray, 1984; Shapiro, 1989; Gray et al., 1992; Chan, 1995; Jury et 

al., 1999). However, the impact of QBO on storms tracks over the North Pacific has received less 

attention. An improved understanding of the physical mechanisms connecting the QBO to the 

North Pacific storm tracks has the potential to improve seasonal and decadal scale forecast ability 

of storm track patterns.  Many studies have shown the connection between the stratospheric 

variability and tropospheric circulation (Baldwin and Dunkerton, 2001; Thompson et al., 2002; 

Scaife et al., 2014, 2016; Kidston et al., 2015; Hansen et al., 2017) and the direct connection 

between the QBO and tropospheric processes over tropical and subtropical regions (Giorgetta et 

al., 1999; Collimore et al., 2003; Ho et al., 2009; Liess and Geller, 2012; Garfinkel and Hartmann, 

2011a; Nie and Sobel, 2015). The impact of the QBO on Northern Hemisphere stratospheric polar 

vorticity (PV) has been well known for decades (Holton and Tan, 1980, 1982; Baldwin et al., 2001; 

Anstey and Shepherd, 2014). The variability of the equatorial winds affects the vertical 

propagation of the planetary-scale waves from the troposphere via its influence on the stratospheric 

waveguide in winter via refraction or reflection of the waves towards or away from high latitudes, 

respectively. The PV becomes stronger when the QBO winds in the lower-mid stratosphere are 

westerly phase (Lu et al., 2008, 2014; Anstey and Shepherd, 2008; Christiansen, 2010) and vice-

versa the easterly phase.   

Mid-latitude storms travel through the North Pacific along an important pathway by which 

they can impact the Arctic (Zhang et al., 2004). A phase lock between upstream upper-level PV 

anomalies and downstream lower-level PV anomalies has been shown to contribute to storm 
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intensification (e.g. Hoskinset al.,1985; Davis and Emanuel, 1991; Rossaet al., 2000; Cavallo and 

Hakim, 2010; Campa and Wernli, 2012; Odellet et al., 2013). An increased occurrence of intense 

storms over the North Pacific results in weather hazards, which impact the offshore environment 

(Dupre, 1980; Dau et al., 2011; Terenzi et al., 2014), coastal communities, and the regional 

landscape (Anderson et al., 2018). A better understanding of the mechanisms controlling storm 

track propagation to further predict long-term variability is of great importance. In this study, we 

connect upper level PV anomaly under two QBO phase conditions to surface storm tracks 

propagation. In the next section, we briefly describe the data and methods used to detect storms 

tracks and QBO phases. The third section has an innovative storm composite analysis. In the last 

section, we summarized our major findings and conclusions.    

 

4.2 Data and methods 

West and east phases of the QBO are determined by using the National Centers for Environmental 

Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis data. The QBO 

index was calculated by using the monthly and zonally mean wind speed and wind shear between 

50 and 70 hPa. We applied our storm detection algorithm based on the sea level pressure (SLP) 

from the ERA-Interim reanalysis dataset (Dee et al., 2011). Every low pressure center north of 

30°N and spanning 1979 to 2018 are identified, and storm tracks are obtained by connecting low 

centers within a 650 km radius from successive 6-hourly SLP maps. We selected storms with life 

duration greater than two days and their tracks spanning more than 5 degrees of latitude in the 

meridional direction over the Pacific sector (Figure 31). Storms that travel zonally are not included 

in this study. Storms are counted in both months if their duration extends for two months. In this 

study, we focused on storms during late fall and winter months (November, December, January 
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and February). Based on the month that a storm occurred and the corresponding QBO index for 

that month, storms are categorized into two groups. If the QBO index exceeded one standard 

deviation, the corresponding winter is categorized in the QBO east phase. If the QBO index was 

less than negative one standard deviation, the corresponding winter is categorized in the QBO west 

phase. 

4.3 Results 

A total of 265 and 298 storms tracks were classified into the westerly and easterly phase of the 

QBO respectively. The storm counts are estimated as the total number of storms within a 5 by 5 

grid box. The storm tracks in QBO west and east phases and storm counts are shown in Figure 31. 

More than half of the storms are in the region south of 55°N and disappear near 180°W, which is 

close the center of the Aleutian low. Less than half of the total storms move northward into the 

Arctic. Once the storms pass 60°N, the fraction of storms from the QBO west phase exceeds the 

storms from the east phase. Therefore, under the QBO west phase, more storms are able to travel 

further north.  

Even though most storms originate in the region between 150°E and 170°E and between 

40°N and 45°N in both west and east phases, a clear difference of the storm track distribution 

pattern can be seen during the two QBO phases. During the QBO west phase, storm tracks tend to 

form slightly to the west and south of the region relative to the storm tracks during the QBO east 

phase. A larger difference can be found on the locations where the storms under the west and east 

phase of the QBO. More storms tend to shift to the west during the QBO east phase relative to the 

QBO west phase. The distance storms travel is relatively short during the QBO east phase, 

indicating a longer duration for the storm in the west QBO phase. The probability density function 

(PDF) is calculated for longitudes and latitudes of the storm tracks start and end locations (Figure 
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32). As shown in Figure 32a, we find that storm tracks tend to extend more zonally during the 

QBO east phase as there is a larger range of longitude covered by the storm tracks. On the other 

hand, storm tracks extend more meridionally during the QBO west phase, indicating that these 

storms more likely to travel northward into the Arctic.  Thus, more storms can propagate into the 

Arctic region under the QBO west phase condition, while under the QBO east phase storms are 

more likely to travel zonally and not having potential impact on the Arctic. 

To investigate the possible reasons for such different behaviors of the storm tracks and 

potential linkage to different QBO phases, we conducted a composite analysis for the detailed 

structure of the storm under both west and east phase QBO influence. The parameters we examined 

are potential temperature, wind, geopotential height, and potential vorticity. We composite all 

storms in each phase into a 10 x 10 grid box without any rotation of the frame (e.g. positive y axis 

always heading to North). In the newly constructed vertical cross section, the origin of the grid 

box is the center of the composite storm and the relative x and y axis corresponds to zonal and 

meridional direction. Pressure levels are used as the z coordinate. We select a domain to composite 

all the storms in that region under QBO east and west phase respectively. The composite region is 

selected between 55°N and 60°N and between 163°E and 168°E. This longitude range avoids the 

locations where most storms end. Based on the storm track distribution, the latitude range 

encompasses region well suited for determining if storms will keep moving northward or eastward.  

Vertical structures of the composite storm are shown in Figure 33 for both QBO west phase and 

east phase. As shown in Figure 33a, during the QBO west there is a stronger PV anomaly 

penetrating from upper level into the lower level compared to the PV anomaly in the QBO east 

phase. The contours of the PV anomaly during the QBO west phase cover a broader and deeper 

space. A stronger cyclonic circulation at the upper level exist for the storms of the QBO west phase 
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indicating by the composite wind vectors compared to the QBO east phase. The location of the 

center of this PV anomaly is in the upstream direction of the surface low pressure center (northwest 

of the surface low pressure). Associated with this PV anomaly, the cyclonic circulation results in 

a strong southerly wind on the east side of the storm. The maximum wind speed corresponding to 

strong southerly winds can be found at the pressure level of 300 hPa and extend to the surface 

level. The southerly wind subsequently causes warm air advection near the surface. Over the 

surface baroclinic zone, the stronger upper level PV anomaly during the QBO west phase induces 

an enhanced warm air advection and forms a warm core to the northeast of the storm center (Figure 

33a). On the other hand, a weaker PV anomaly associated with the QBO east phase corresponds 

to a relatively weaker warm air advection. The warm core was located southeast of the storm center 

(Figure 33b). In adjacent to the surface positive potential temperature anomaly, the isentropic 

surfaces, which are the potential temperature contours, bow downwards from the upper level PV 

anomaly. The air flow will then follow the isentropic surface traveling into lower level. A stronger 

warm core corresponding to a steeper slope of the isentropes. The strongest upwards air motion 

can be found on the east and northeast side of the storm center during the QBO west phase, while 

to the southeast during the QBO east phase. The rising motion reduces surface pressure and causes 

storms to develop where the surface pressure keep decreasing. Therefore, storms tend to move east 

and northeast during the QBO west phase and move along southeastward paths during the east 

phase of the QBO. 

 

4.4 Conclusions 

This study shows the different patterns of the North Pacific storm tracks during the QBO east and 

west phase using the ERA-Interim reanalysis data. Since the QBO can be predicted well, a better 
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understanding of the relation between the QBO and the storms can provide useful information for 

the regional study of the storms and their impacts. Based on the composite analysis of the storm 

vertical structure, during the QBO east phase storms tracks tend to be shorter in distance and travels 

along zonally pathways. On the other hand, storm track can extend longer distance and move 

further northward over a higher latitude into the Arctic compared to the QBO east phase. The 

underlying mechanism is found to connect to the changes in upper level PV anomaly during the 

two QBO phases. A stronger PV anomaly during the QBO west phase results in a stronger 

southerly flow over the western portion of the storm from surface to the upper level, which in turn 

can cause stronger warm air advection near the surface. A strong surface warm core can form east 

and northeast relative to the storm low pressure center. The formation of the warm core makes the 

isentropes bow downward, which results in a slantwise upward motion following the isentropes. 

The rising motion then causes further reduction of the surface level pressure and propagation of 

the storm eastward and northeastward. A weaker upper PV anomaly is unable to support further 

northward displacement of the storms into high latitudes, the associated surface warm air advection 

is much weaker, and there is not enough baroclinicity to trigger storm development. Therefore, the 

storm tracks during the QBO east phase tend to be shorter and more zonally distributed. The 

relation can be used to further predict the storm track pattern under different QBO phases. 
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(a)                                                                           (b) 

Figure 31. The North Pacific storm tracks (blue lines) and counts (red contours) during the (a) 

west and (b) east phase of QBO 

 

(a)                                                                            (b) 

Figure 32. The PDF of the storm’s (a) start and end longitudes and (b) start and end latitudes 
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(a)                                                                              (b) 

Figure 33. A comparison of the atmospheric structure between QBO (a) east phase and (b) west 
phase. Black, blue, and green arrows represent the wind vectors at 900 hPa, 300 hPa, and 100 

hPa respectively. The potential temperature at 900 hPa are shown as the color 
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Chapter 5 Conclusion 

The main focus of the work presented in this dissertation is synoptic storm activity in the regions 

over the Chukchi and Beaufort Seas, the Arctic and the North Pacific. Climatology of the storms 

travelling into the Chukchi and Beaufort Seas from different origins have significantly different 

impacts. The storms travelling from the East Siberia Sea into the region have the longest duration 

and strongest intensity in summer. On the other hand, storms from the North Pacific are most 

active during the winter. Therefore, in order to better understand the impact of storms on the 

surface climate, storms with different origins are grouped based on their track orientation to study 

their resulting impacts on surface environmental conditions. An updated storm track algorithm has 

been adapted in this study to select intense storms coming from the East Siberian Sea and the North 

Pacific, based on CBHAR reanalysis data from 1979 to 2009. With this algorithm, storm start and 

end locations, storm duration, distribution were investigated. The responses of the surface climate 

to storms moving from the west and storms moving from the south into the Chukchi and Beaufort 

Seas show significant differences in surface temperature, sea level pressure, surface wind, sea 

surface temperature, sea ice and radiation fields. The change of the west and northeasterly wind to 

southerly wind in the presence of storms has the greatest impact on sea ice for both eastward and 

northward moving storms. Strong southerly winds can bring warm and moist air from North 

Pacific into the Arctic, increasing the surface and sea temperature and inducing sea ice melt. 

Decreasing sea ice may lead to stronger winds (Mioduszekwki et al., 2018). The connections 

between wind and sea surface temperature are complicated by the presence of sea ice (Zhang et 

al., 2018). In the future, climate model experiments can be used to further investigate the 

underlying physical processes of sea ice melt caused by wind and surface radiative fluxes. The 
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analysis should expand from 1979 to the present using updated reanalysis data to include recent 

years. 

We study the connection between sea ice and storms over the Arctic region from the 

perspective changing storm activity resulting from variable sea ice conditions. We divide the 

Arctic into the North Atlantic sector and the North Pacific sector to study the impact of low and 

high sea ice on storms in these areas. Sea ice volumes are calculated for each of the sectors based 

on sea ice concentration and thickness data from 1979 to 2014. The high and low sea ice years are 

selected when the sea ice volume is higher or lower than one standard deviation from the mean 

value. Composite analysis based on 10 hindcast ensemble simulations from a coupled atmosphere-

sea ice model was used to investigate the storm center count distribution and the central low 

pressure. Since baroclinic instability is the main mechanism for synoptic storm development, in 

the low sea ice years with more open water the baroclinicity increase significantly in the winter 

months. Thus, regions with high baroclinicity favors increases of storm activity as there is more 

open water in the low sea ice years. On the other hand, regions with low baroclinity has fewer 

storms and lower storm intensity. We apply the maximum covariance analysis using the singular 

value decomposition to study the correlation between the sea ice and storm count. The results are 

similar to the composite analysis: when there is less sea ice the storm counts increase, whereas 

when there is more sea ice in the region, storm occurrences decline. Therefore, the region over 

Laptev Sea and Beaufort Sea in the Pacific sector and Greenland Sea and Barents Sea in the 

Atlantic are the regions where storms occur the most when in the sea ice ow years. The storm count 

and sea ice correlation can be affected by the decadal scale atmosphere variation (Deser et al., 

2000; Zhang et al., 2008); it would be help to isolate the impact of decadal variability. 
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Storm tracks over the North Pacific are under the influence of the equatorial stratosphere 

quasi-biennial oscillations (QBO). The QBO is a phenomenon that occurs about every two years, 

and is well predicable. We examined the relation between the QBO and the storm track pattern 

over the North Pacific in relation to storm activity. Based on the selected QBO west and east phase 

years, composite analysis is conducted to study different storm track patterns over the North 

Pacific Ocean. In this study, we examine storms in the cold seasons over the North Pacific Ocean 

from the years between 1979 and 2018 based on the ERA-Interim reanalysis data We find that 

during the QBO west phase more storms tend to move further north into the Arctic and the track 

extend more meridionally. The storms during the QBO east phase are more likely to travel in the 

zonal direction, and does not have any significant impact on the Arctic. Detailed storm vertical 

cross sections examined the potential vorticity (PV) anomaly. We found that the PV anomaly 

penetrates deeper from the upper level to the lower level and covers a broader region during the 

QBO west phase. The associated cyclonic circulation induces strong southerly winds and increase 

warm air advection near the surface, which promotes the development of the intense storms. This 

study showed connections between the stratosphere QBO and troposphere synoptic storm activity. 

This is of great practical importance for future prediction of storm activity in winter months. This 

result indicates that the QBO can provide prediction for the North Pacific storm activity. Based on 

previous studies, knowledge of the stratosphere can be used to improve longer timescale forecast 

for the surface climate on seasonal time scales (Thompson et al., 2002; Fereday et al., 2012). 

Operational forecasts work best when the stratosphere is in a most active state (Mukougawa et al., 

2009; Scaife et al., 2014). Large uncertainty remains and accurate seasonal predictions of the North 

Pacific storms based on the stratospheric and tropospheric processes needs further investigation. 
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Numerical models using simulation of stratosphere and troposphere coupling is likely to help 

improve prediction accuracy. 
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